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Day 1 | Tuesday, December 19, 2023 

08:00 am-9:00 am Conference Registration Exhibition Hall 

09:00 am-10:00 am Opening Ceremony (Welcoming Talks) Auditorium 

10:00 am-10:45 am Keynote Talks Auditorium 

10:45 am-11:15 am Coffee Break Exhibition Hall 

11:15 am-12:45 pm Keynote Talks Auditorium 

12:45 pm-02:00 pm Lunch Exhibition Hall 

02:00 pm-03:30 pm Industry Panel Session Auditorium 

03:30 pm-04:00 pm Coffee Break (with Poster Presentations) Exhibition Hall 

04:00 pm-05:30 pm Parallel Scientific Sessions Conference Rooms 

Day 2 | Wednesday, December 20, 2023 

09:00 am-10:30 am Plenary Sessions Auditorium 

10:30 am-10:45 am Coffee Break (with Poster Presentations) Exhibition Hall 

10:45 am-12:30 pm Parallel Scientific Sessions Conference Rooms 

12:30 pm-02:00 pm Lunch Exhibition Hall 

02:00 pm-03:30 pm Parallel Scientific Sessions Conference Rooms 

03:30 pm-04:00 pm Coffee Break (with Poster Presentations) Exhibition Hall 

04:00 pm-05:30 pm Parallel Scientific Sessions Conference Rooms 

06:30 pm-08:30 pm Gala Dinner and Awards Ceremony  

Day 3 | Thursday, December 21, 2023 

09:00 am-06:15 pm Hydrogen Energy Course Auditorium 

09:00 am-10:30 am Parallel Scientific Sessions Conference Rooms 

10:30 am-11:00 am Coffee Break (with Poster Presentations) Exhibition Hall 

11:00 am-12:30 pm Parallel Scientific Sessions Conference Rooms 

12:30 pm-02:00 pm Lunch Exhibition Hall 

02:00 pm-03:30 pm Parallel Scientific Sessions Conference Rooms 

03:30 pm-04:00 pm Coffee Break (with Poster Presentations) Exhibition Hall 

04:00 pm-05:30 pm Parallel Scientific Sessions Conference Rooms 

06:15 pm-06:30 pm Closing Ceremony Auditorium 

06:30 pm-09:30 pm Optional Social Tour  
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Time Program Location 

08:00 am-09:00 am Conference Registration Exhibition Hall 

09:00 am-10:00 am 

OPENING CEREMONY 
 

Dr. Ala Al-Fuqaha  
Associate Provost 

Hamad Bin Khalifa University 

Dr. Yusuf Bicer 
Co-Chair of the Conference 

Hamad Bin Khalifa University 

Dr. Tareq Al-Ansari 
Co-Chair of the Conference 

Hamad Bin Khalifa University 

Dr. Mounir Hamdi 
Dean, College of Science and Engineering 

Hamad Bin Khalifa University 

H.E. Dr. Mohammed Bin Saleh Al-Sada 
Former Minister of Energy and Industry in Qatar 

Chairman of the Joint Advisory Board of Texas A&M University at Qatar 
Chairman of the Board of Trustees of the Doha University of Science and Technology 

 

Auditorium 

Keynote Talks 

10:00 am-10:45 am 

ICH2P14-KN1 
 

New Horizons in Hydrogen Production Technologies 
 

Keynote Speaker - Dr. Ibrahim Dincer 
 

Professor, Ontario Tech University, Canada  

Auditorium 

10:45 am-11:15 am Coffee Break Exhibition Hall 
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11:15 am-12:00 pm 

ICH2P14-KN2 
 

Development of Manufacturing Techniques for Highly Performing Polymer Electrolyte 
Membrane Fuel Cells 

 
Keynote Speaker – Dr. Xianguo Li 

 
Professor, University of Waterloo, Canada 

Auditorium 

12:00 pm-12:45 pm 

ICH2P14-KN3 
 

Hydrogen and Fuel Cell Development and the Benefit of Digital Twin and Artificial 
Intelligence in this field 

 
Keynote Speaker - Dr. Abdul Ghani Olabi 

 
Professor, University of Sharjah, UAE 

Auditorium 

12:45 pm-02:00 pm Lunch Exhibition Hall 

02:00 pm-03:30 pm 

Industry Panel Session 
 

Moderator:  
Sean van der Post  

Global Offshore Business Director, Lloyd’s Register 

Auditorium 
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Poster Number  
Poster Presentations 

3:30 PM - 4:00 PM 
Chair: Dr. Burak Yuzer 

Exhibition Hall 

ICH2P14 – PP175 Turquoise Hydrogen Production: Carbon Management and Conversion to Sustainable Energy Carriers 
Aliya Banu, Yusuf Bicer 

ICH2P14 – PP166 Evaluation of Hydrogen Production from Ammonia Reforming on Ni/ZnO Nanowire Catalysts 
Hiroya Tamai, Hironori Nakajima 

ICH2P14 – PP114 
Photocatalytic Hydrogen Generation from Seawater Using High Performance Polymeric Materials 

Noora Al-Subaiei, Ghalya Abdulla, Mohammed Al-Hashimi, Konstantinos E Kakosimos 

ICH2P14 – PP008 Long-Term Assessment of Hydrogen Technology Deployment for Large Scale Decarbonisation of Power Production 
Kamran Khammadov, Damian Flynn, Eoin Syron 

ICH2P14 – PP 013 Use of Refinery Off Gas (ROG) as CO2 Emission Reduction and Natural Gas (Ng) Savings in Hydrogen (H2) Production 
Marcelo Tagliabue 

ICH2P14 – PP139 
Performances of Commercial Zeolites with Different Acidities for Catalytic CO2 Hydrogenation to Dimethyl Ether 

Using Copper/Zinc/Alumina Catalyst 
Abdelbaki Benamor, Assem Mohamed, Abdul Hakeem Anwer, Siham AlQaradawi, Mohammed Saad 

ICH2P14 – PP075 Modeling of Hydrogen Liquifaction Process Parameters Using Advanced Artificial Intelligence Technique 
A. Abdallah El Hadj, Ait yahia, Hamza. K, M. Laidi, S. Hanini 

ICH2P14 – PP066 
Hydrogen Protection of the Mechanical Properties and Electrochemical Effects by Bio-Corrosion Inhibitors on Carbon 

Steel in the Presence of Aggressive Media 
Mouna Amara, Azedine Belalia, Mohammed HadjMeliani, Hadjer Didouh, Rami K.Suleiman, Guy Pluvinage 

ICH2P14 - PP192 Hydrogen from Catalytic Steam Reforming of Biomass 
Sergio Rapagnà, Alessandro Antonio Papa, Andrea Di Carlo 

ICH2P14 - PP161 
Textile Wastewater Treatment and Hydrogen Generation with Ion-Exchange Resins on Solar-Assisted Bipolar Membrane 

Electrolysis Process 
Burak Yuzer, Ragad F. Alshebli, Nadira Salsabila, Yusuf Bicer 

ICH2P14 - PP170 
In-Situ Current Distribution Measurements of a Planar Solid Oxide Fuel Cell for a Three-Dimensional Finite Element Model to 

Train a Machine-Learning Surrogate Model 
Yutaro Io, Yingtian Chi, Hironori Nakajima 
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Parallel Sessions 1 

Time Auditorium Conference Room – A048 Conference Room – A046 

 
04:00 pm-
05:30 pm 

Session 1A: 
Clean Hydrogen Production 

Chair: Dr. Fadwa ElJack 
Co-Chair:  Dr. Fares A. Almomani 

Session 1B: 
Waste to Hydrogen Energy 
Chair:  Dr. Tareq Al-Ansari  

Co-Chair:  Dr. Mohammad Alherbawi 

Session 1C: 
Hydrogen Production Catalysts 

Chair: Dr. Abdulkarem Amhamed  
Co-Chair: Dr. Ahmed Abdala 

 
04:00 pm-
04:15 pm 

Invited Talk 
 

ICH2P14-IT1 
 

Green Hydrogen Production: Solar 
Chimney Power Plant Integrated with 

Water Desalination Plant 
 

Dr. Fares A. Almomani 
 

Department of Chemical Engineering, 
Qatar University 

ICH2P14 - OP010 
A Novel Cost-Effective Approach for 

Production of Hydrogenase Enzymes and 
Molecular Hydrogen from Whey-Based 

By-Products 
Anna Poladyan, Meri Iskandaryan, 

Ofelya Karapetyan, Ela Minasyan, Anait 
Vassilian, Karen Trchounian, Garabed 

Anatranikian 

ICH2P14 - OP037 
Synergizing Hydrogen and Chlorine Gas 

Production for Enhanced Resource 
Utilization Using Earth-Abundant 

Electrocatalysts 
Ahmed Badreldin, Ahmed Abdel-Wahab 

 
 

04:15 pm-
04:30 pm 

ICH2P14 - OP044 
Biotechnological Potential of Spent 

Coffee Grounds for Large-Scale 
Hydrogen Production 

Liana Vanyan, Anait Vassilian, Anna 
Poladyan, Karen Trchounian 

ICH2P14 - OP171 
Ni-Cu Bimetallic Catalysts for Effective 

Syngas Production via Low-Temperature 
Methane Steam Reforming 

Martin Khzouz, Babak Fakhim, Saleh 
Babaa, Mohammad Ghaleeh, Farooq 

Sher, Evangelos I. Gkanas 
 
 

 
 

04:30 pm-
04:45 pm 

ICH2P14 – OP095 
A Solar Pond Integrated with Bifacial 
Solar Panels for Power and Hydrogen 

Generation 
Dogan Erdemir, Ibrahim Dincer 

ICH2P14 – OP069 
Biohydrogen Production from Various 

Industrial Wastewater of Chalawa, Kano, 
Nigeria 

Garba Uba, Abdulhadi Yakub, Salisu 
Ahmed, Ibrahim Abdulganiyyu   

ICH2P14 - OP017 
Kinetic Modelling and Process 

Optimization for Blue Hydrogen 
Production Via Ammonia Cracking 

Ragad Aldilaijan, Sai Katikaneni, Osamah 
Siddiqui, Mohammad Rakib, Bandar 

Solami 

 
 

04:45 pm-
05:00 pm 

 
ICH2P14 – OP205 

PV-AWG-H2: A Potential Method for 
Sustainable Hydrogen Production in 

Qatar 
Aiyad Gannan, Nagi Abdussamie 

ICH2P14 – OP102 
Syngas Production Using Catalyst Based 

on Local Minerals Extruded as 
Honeycomb Monolith 

Tarik Chafik 

ICH2P14 – OP122 
Synthesis, Characterization, and 
Application of Bio-Templated Ni-

Ce/Al2O3 Catalyst for Clean H2 Production 
in the Steam Reforming of Methane 

Process 
Mohammad Reza Rahimpour, Maryam 

Koohi-Saadi 

 
 

05:00 pm-
05:15 pm 

ICH2P14 - OP083 
Design and Performance Analysis of 

Green Hydrogen Production from Hybrid 
Solar PV/Wind Turbine Energy System 

Chaouki Ghenai  

ICH2P14 – OP125 
Green Energy from Waste: A Systems 

Engineering Approach to Bio-Hydrogen 
Production 

Salman Raza Naqvi, Bilal Kazmi, Syed 
Ali Ammar Taqvi, Imtiaz Ali, 

Muhammad Shahbaz 

ICH2P14 – OP211 
Integrated SMR System for Efficient 

Hydrogen and Power Production 
Abdullah A. AlZahrani,	Mansur Aliyu 

 
05:15 pm-05:30 

pm 
 

ICH2P14 – OP123 
Green Hydrogen Based Ammonia 

Production Process: Insight into Energy 
and CO2 Emissions Minimization 
Swaprabha P. Patel, Ashish M. 

Gujarathi, Piyush Vanzara 

ICH2P14 – OP113 
Development of a Hydrogen Production 
Model for The Gasification of Municipal 
Solid Waste and Its Constituents Using 
Aspen Plus Using Cao for CO2 Capture 

Muhammad Shahbaz, Prakash 
Parthasarathy, Mohammad Alherbawi, 

Gordon McKay, Tareq Al-Ansari 

   
ICH2P14 - OP144 

Hydrogen Production Via Steam 
Reforming of Methanol (SRM) Using 

Cu/ZnO/Al2O3 Catalyst 
Masresha Adasho Achomo, P. 

Muthukumar, Nageswara Rao Peela 

End of the Day 
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Poster Number 
Poster Presentations   
10:30 am-10:45 am 

Chair: Dr. Burak Yuzer 
Exhibition Hall 

ICH2P14 – PP117 Redox Regulation of Hydrogen Production in Escherichia Coli During Growth on Byproducts of the Wine Industry  
Lusine Baghdasaryan, Ofelya Karapetyan, Karen Trchounian, Garabed Antranikian, Anna Poladyan 

ICH2P14 – PP118 
Comparative Economic Analysis of Small Modular Reactor Hydrogen Cogeneration and Conventional Gas-Fired 
Plant for Load Following: A Case Study  
Derrick Whelan, Lixuan Lu 

ICH2P14 – PP124 Ship Design Adaptations for LNG Propulsion, Carbon Capture Utilization, and Hybrid Technologies 
Aisha Al-Asmakh, Yusuf Bicer, Tareq Alansari 

ICH2P14 – PP128 Green Hydrogen Production: A Cost Comparison of Different Electrolysis Technologies 
Hafiz Muhammad Uzair Ayub, Sabla Y. Alnouri 

ICH2P14 – PP012 Comparative Study Between GBO and BES Optimization Algorithms for Optimal PEMFC Parameters Identification 
Ahmed Zouhir Kouache, Ahmed Djafour, Khaled Mohammed Said Benzaoui, Souheil Touili 

ICH2P14 – PP172 Integrated Hydrogen Production and Purple Phototrophic Bacteria Biomass Recovery via Electrocoagulation 
Ojima Wada, Burak Yuzer, Yusuf Bicer, Gordon McKay, Hamish Mackey 

ICH2P14 – PP188 Hydrogen Naval Propulsion: Problems and Solutions 
Remili Sadia, Mohamed Chaimaa 

ICH2P14 - PP186 
 	Study of the Energy and Financial Performance of Hydrogen Production with Solar Energy and Photoelectrolyzer/PEM 
in the Algerian Desert Region (OUARGLA) 
Madjeda Ramdani, Ahmed Djafour, El Mouatez Billah Messini, Ahmed Zouhir Kouache, Zineb Bensaci 

ICH2P14 – PP014 
Investigating the Effect of Using Hydrogen as a Fuel on Performances of Gas Turbine Operating at Lean Condition 
in Site of Hassi R'MEL 
Fethia AMROUCHE, Bouziane Mahmah, Lidya Boudjemaa, Oum Keltoum Bari 

Time Plenary Session Location 

09:00 am - 09:45 am 

ICH2P14-KN4 
 

Sustainable Feedstocks and Integrated Bioprocess for Biohydrogen Production in Arid and 
Desert Regions 

 
Keynote Speaker - Dr. Moktar Hamdi 

 
Professor, National Institute of Applied Sciences and Technology, University Carthage, 

Tunisia 

Auditorium 

09:45 am - 10:30 am 

ICH2P14-KN5 
 

A Framework to Evaluate Economics and CO2 Fixation potential of New Carbon Capture 
and Utilization (CCU) Reaction Pathways – Towards Golden Hydrogen Production 

 
Keynote Speaker - Dr. Nimir Elbashir 

 
Professor, Chemical Engineering, Director TEES Gas and Fuels Research Center,  

Texas A&M University at Qatar 

Auditorium 

10:30 am - 10:45 am Coffee Break with Poster Presentations Exhibition Hall 

Day 2 | Wednesday, December 20, 2023			 
	



 

 

 

Parallel Sessions 2 

Time Auditorium Conference Room – A048 Conference Room – A046 

 
10:45 am-12:30 pm 

Session 2A: 
Hydrogen Storage 

Chair: Dr. Fadwa El Mellouhi 
Co-Chair: Dr. Dhabia M. Al-

Mohannadi 

Session 2B: 
Bio-Hydrogen 

Chair: Dr. Ibrahim M. Abu-Reesh 
Co-Chair: Dr. Burak Yuzer 

Session 2C: 
Low-Carbon Hydrogen with Reforming 

Chair: Dr. Anand Kumar  
Co-Chair: Dr. Mohammad Alherbawi 

10:45 am-11:00 am 

Invited Talk 
 

ICH2P14-IT2 
 

Iron Based Hydrogen Storage and 
Transport 

 
Dr. Viktor Hacker 

 
Professor, Graz University of 

Technology, Institute of Chemical 
Engineering and Environmental 

Technology, Austria 

ICH2P14 – OP024 
Biogas Dry Reforming to Syngas Using 

Catalyst Based on Local Minerals Extruded 
as Honeycomb Monolith 

Tarik Chafik 

Invited Talk 
 

ICH2P14-IT3 
 

Analyzing Grey and Blue Hydrogen 
Production Costs in Steam-Methane, 

Auto-Thermal, and Non-Catalytic Partial 
Oxidation Reforming Plants 

 
Mary Katebah, Ma’moun Al-Rawashdeh, 

Patrick Linke  
 

Texas A&M University at Qatar 

11:00 am-11:15 am 

ICH2P14 – OP197 
A Net-Zero Emission System with Biogas-

Fed Solid Oxide Fuel Cell for Hydrogen 
Production to Advance Sustainability in 

the Textile Industry 
Baraka Abbas, Hooreen Ansari, Kabsha 

Zain, Wasifa Umer, Abeeha Fatima, 
Khurram Kamal, Tahir A.H. Ratlamwala 

11:15 am-11:30 am 

ICH2P14 – OP133 
Graded Gyroid-Enhanced Metal 
Hydride Container for Efficient 
Hydrogen Storage Application 

Luthfan Adhy Lesmana, Muhammad 
Aziz 

ICH2P14 - OP048 
Biogas Production from Date Palm Fruit 

Waste in Jigawa State Nigeria 
Abdulhadi Yakubu, Garba Uba, Zainab 
Abbas Abdulhadi, Ahmed Muhammad 

Gumel 

ICH2P14 - OP091 
Piston Reactor Capabilities to Make 

Hydrogen from Methane Via Steam and 
Autothermal Reforming – Modeling Study 
Aya Abousrafa, Patrick Linke, Ma’moun 

Al-Rawashdeh 

11:30 am-11:45 am 

ICH2P14 - OP027 
Transportation and Storage of 
Hydrogen by LOHC: Design and 

Simulation of the Dehydrogenation 
Reactor 

Pietro Delogu, Elena Barbera, 
Andrea Mio, Alberto Bertucco, 

Maurizio Fermeglia 

ICH2P14 – OP049 
Production of Bioethanol from Groundnut 

Shell as a Substrate 
Abdulhadi Yakubu, Garba Uba, Zainab 

Abbas Abdulhadi 

ICH2P14 – OP023 
Membrane Reformer Technology for 

Sustainable Hydrogen Production from 
Hydrocarbon Feedstocks 

Alaa Albasry, Ahmed Naimi, Abdulbari 
Alqarni, Minseok Bae, Bandar Solami, 

Stephen Paglieri, Aadesh Harale 

11:45 am-12:00 pm 

ICH2P14 – OP126 
Methods of Hydrogen Production, 

Storage and Transportation 
Sayel M. Fayyad, A.m. Maqableh 

ICH2P14 - OP165 
Hydrogen Gas and Biochar Production from 

Kitchen Waste Via Dark Fermentation 
Snigdhendubala Pradhan, Burak Yuzer, 

Yusuf Bicer, Gordon Mckay 

ICH2P14 – OP057 
Catalytic Conversion of CO2 to CO Via 
Methane Dry Reforming and Reverse 

Water Gas Shift Reaction 
Parisa Ebrahimi, Mohammed Al-Marri, 

Majeda Khraisheh, Anand Kumar  

12:00 pm-12:15 pm 

ICH2P14 – OP109 
Multi-Response Optimization of 

Absorption and Desorption 
Parameters in a Metal Hydride Based 

Hydrogen Storage System 
Alok Kumar, Purushothaman 

Nandagopalan, P. Muthukumar, 
Ranjith Thangavel 

ICH2P14 – OP067 
An Optimum Approach for Biohydrogen 

Production Using Poplar 
A. Yagmur Goren, Muratcan Kenez, 

Ibrahim Dincer, Ali Khalvati 

ICH2P14 - OP155 
Enhancing Ni-Supported Catalysts for 

Efficient Dry Reforming of Methane: Effects 
of Halloysite Nanotubular Clay Surface 

Activation 
Ahmed Abotaleb, Dema Al-Masri, Alaa 

Alkhateb, Kamal Mroue, Atef Zekri, Yasmin 
Mashhour, Alessandro Sinopoli 

12:15 pm-12:30 pm 

ICH2P14 - OP031 
Experimental Investigation on Novel 
Multi-Tube Metal Hydride Reactor 

for Large Capacity Hydrogen Storage 
Applications 

Shubham Parashar, P. Muthukumar, 
Atul Kumar Soti 

ICH2P14 – OP087 
Biomethanol and Hydrogen Production 

from Pinecone Biomass Using Steam 
Gasification 

Hilal Sayhan Akci Turgut, Ibrahim Dincer 

ICH2P14 - OP047 
The Hydrogen Production Using Steam 
Methane Reforming Based on Central 

Receiver 
Ali Alaidaros, Abdullah A. AlZahrani 

12:30 pm-02:00 pm 
 Lunch 

Exhibition Hall 
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Parallel Sessions 3 

Time Conference Room – A047 Auditorium Conference Room – A046 

 
02:00 pm-03:30 pm 

Session 3A: 
Electrochemical Hydrogen 
Chair: Dr. Ahmed Abdala 

Co-Chair: Dr. Dogan Erdemir 

Session 3B: 
Decarbonization through Hydrogen 

Chair: Dr. Marcello Contestabile 
Co-Chair: Dr. Luluwah Al-Fagih 

Session 3C: 
Hydrogen in Transportation Applications 

Chair: Dr. Sertac Bayhan 
Co-Chair: Dr. Abdulla Al Wahedi 

 
 
 

02:00 pm-02:15 pm 

ICH2P14 - OP064 
Effect of Volume Concentration 

and Sonication Time on the 
Performance of Hybrid Solar 

Collector Based Hydrogen 
Production System with Hybrid 

Nanofluid: An Experimental 
Investigation 

M.Baskaran, S.Senthilraja R. 
Gangadevi, Mohamed M. Awad 

Invited Talk 
 

ICH2P14-IT4 
 

In the Green Zone: Navigating Carbon 
Management in the Hydrogen Shift 

 
Dr. Muftah El-Naas 

 
Professor, Chemical Engineering, Qatar 

University 

ICH2P14 - OP007 
Carbon Emission Reductions in the 

University of Sao Paulo’s Transportation 
Sector Using Hydrogen-Powered Vehicles 

Beethoven Narváez-Romo, Danilo 
Perecin, Thiago Lopes, Daniel Lopes, 

Karen Mascarenhas, Suani Coelho, Julio 
R. Meneghini 

 
 

02:15 pm-02:30 pm 

ICH2P14 - OP073 
Solar Energy Driven Silicon 

Photovoltaic Monolithic 
Electrochemical Cells for Efficient 
Hydrogen Production from Water 

Mourad Frites, Shahed Khan 

ICH2P14 – OP020 
Experimental Investigation of Diesel 
Engine in Dual Fuel Mode by Using 

Hydrogen and Low Carbon Ether Blended 
Diesel 

Vasanthakumar Ravisankar, Loganathan 
Marimutthu, Vikneswaran Malaiperumal 

 
 

02:30 pm-02:45 pm 

ICH2P14 - OP163 
Seawater Desalination and Hydrogen 

Production Using Monovalent 
Selective Membranes Assisted with 
Ion-Exchange Resins for Hydroponic 

Solution Production 
Ragad F. Alshebli, Nadira 

Salsabila, Burak Yuzer, Yusuf Bicer 

ICH2P14 - OP159 
Developing A Sustainable Production 

Framework for Green Hydrogen to 
Decarbonize Existing Industrial Clusters 
Afreenuzzaman  Badruzzaman, Fadwa 

Eljack, Seckin Karagoz 

ICH2P14 - OP150 
Driving Toward Hydrogen Mobility: A Life 
Cycle Cost Analysis of Traditional, Electric, 
And Hydrogen Fuel Cell Vehicles in Qatar 
Carlos Méndez, Marcello Contestabile, 

Yusuf Biçer 

 
 

02:45 pm-03:00 pm 

ICH2P14 - OP085 
Design Considerations of Artificial 

UV Light-Driven Photocatalytic 
Water Splitting for Production of 

Hydrogen in a Combined 
Solar/Artificial Light Reactor 

Ahmed Abbas, Shohda Makki, 
Konstantinos E. Kakosimos 

ICH2P14 - OP164 
Decarbonizing ASEAN By 2050: From the 

Lens of a Hydrogen Economy 
Archana Kumaraswamy, Sushant S 

Garud, Iftekhar A Karimi, Shamsuzzaman 
Farooq 

ICH2P14 – OP099 
An Adaptation of The Conventional LNG 

Floating Storage and Regasification Unit to 
Hydrogen and Ammonia 

Dindha Andriani, Muhammad Usman 
Sajid, Yusuf Bicer  

 
 
 

03:00 pm-03:15 pm 

ICH2P14 - OP174 
Electrochemcial Conversion of 

Carbon Dioxide into Formic Acid as 
Hydrogen Carrier: Role of Anolyte 
Muhammad Arsalan, Muftah H. 

El-Naas 

ICH2P14 - OP177 
Shades Of Sustainability: An In-Depth 

Analysis of The Direct and Indirect Carbon 
Footprint in Blue Ammonia Manufacturing 
Hussein Al-Yafei, Ahmed AlNouss, Saleh 

Aseel 

ICH2P14 – OP130 
Exergetic Analysis of the Process for 

Hydrogen Rich Syngas Production Through 
Biomass Gasification and Its Onsite Use in 

HCCI Engine for Land Transportation 
Tawfiq Al-Mughanam, Abdul Khaliq 

 
03:15 pm-03:30 pm 

ICH2P14 - OP074 
Evaluation of a Novel Hybrid 

Photoelectrochemical-
Conventional Hydrogen Generator 
Mehmet Gursoy, Ibrahim Dincer 

ICH2P14 – OP190 
Feasibility Study of Backing Up Energy 

Supply For Electric Charging Stations With 
Hydrogen Integration 

Huseyin Bıyıkcı, Yusuf Bicer 

ICH2P14 – OP110 
Development of a Hybrid Powering 

System with Ammonia Fuel Cells and 
Internal Combustion Engine for 

Submarines 
Ibrahim Akgun, Ibrahim Dincer 

Coffee Break with Poster Presentations  
Exhibition Hall 
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Poster Number 
Poster Presentations 
03:30 pm-04:00 pm 

Chair: Dr. Burak Yuzer 
Exhibition Hall 

ICH2P14 – PP041 Fast Modeling Method of Gas Diffusion Layers of Polymer Electrolyte Membrane Fuel Cells 
Hamid Reza Taheri, Mohsen Shakeri 

ICH2P14 – PP101 
𝐿𝑎!.#𝑆𝑟!.$𝐶𝑜!.%	𝐹𝑒!.&𝑂'() 	(LSCF) Cathode Supported on Gadolinium-Doped Ceria Electrolyte Prepared by Screen-
Printing Method and Performances Evaluation as Solid Oxide Fuel Cell at Intermediate Temperature 
Oumaima Ettalibi, Hicham Ben Brahim Sbitri, Abdessamad Samid, Ouafae Achak, Raphael Ihringer, Tarik Chafik 

ICH2P14 – PP015 Sorption Properties of Ball-Milled Porous Silicon for Hydrogen Storage Up to 80 Bar 
Rama Chandra Muduli, Paresh Kale 

ICH2P14 – PP016 
Evaluation of Synergistic Integration of Nickel, Porous Silicon, and Thermally Reduced Graphene Oxide for Hydrogen 
Storage 
Rama Chandra Muduli, Neeraj Kumar Nishad, Paresh Kale 

ICH2P14 – PP108 Hydrogen Adsorption Characteristics of Activated Carbon Derived from Prickly Pear Seed Cake 
Rimene Dhahri, Imen Tlili 

ICH2P14 – PP154 
Facilitating Production of Acetate and Hydrogen Through Enhanced Electron Transfer and Substrate Mass Transfer 
Using a Multifunctional Photocathode with Nio/G-C3N4/Polythiophene 
Abdul Hakeem Anwer, Assem Mohamed, Nafees Ahmed, Abdelbaki Benamor 

ICH2P14 – PP167 
Recovery Of Spent Acidic and Alkaline Liquors Generated in Metal Industry and Hydrogen Production by An 
Integrated System 
Huseyin Selcuk, Yusuf Gunes, Ayse Elif Ates, Burak Yuzer, Yusuf Bicer 

ICH2P14 – PP105 Neural network for the prediction of Biohydrogen Production during Dark Waste Organic Biomass Fermentation 
Fares Almomani 

ICH2P14 – PP201 Recent Technological Development and Advancements in Hydrogen Storage Technologies 
Abhishek Sharma, Mohit Nayal,  Siddharth Jain, Varun Pratap Singh 
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Parallel Sessions 4 

Time Conference Room – A047 Auditorium Conference Room – A046 

 
04:00 pm-05:30 pm 

Session 4A: 
Green Hydrogen Production 
Chair: Dr. Hicham Hamoudi 

Co-Chair: Dr. Ahmed AlNouss 

Session 4B: 
Hydrogen Techno-Economics 

Chair: Dr. Ahmed Khalifa 
Co-Chair: Dr. Ikhlas Ghiat 

Session 4C: 
Integrated Hydrogen Production 

Systems 
Chair: Dr. Ahmad K. Sleiti 

Co-Chair: Dr. Abdullah A. AlZahrani 

 
 

04:00 pm-04:15 pm 

ICH2P14 – OP082 
Green Hydrogen Production and 

Solar to Hydrogen Ratio Using 
Bifacial Solar Photovoltaics and 

High Roof Surface Albedo 
Fahad Ahmad Faraz, Oussama 

Rejeb, Chaouki Ghenai 

Invited Talk 
 

ICH2P14-IT5 
 

Future and Potential of Hydrogen for 
Qatar Under Its Energy and Economic 

Transformation Quest 
 

Dr. Muammer Koc 
 

Professor, Division of Sustainable 
Development, College of Science and 

Engineering, Hamad Bin Khalifa University 

ICH2P14 - OP094 
Innovative Integrated 

Multigeneration System for 
Sustainable Power, Hydrogen, and 

Ammonia Production 
Ahmad K. Sleiti, Wahib A. Al-
Ammari, Mohammad Azizur 

Rahman 

 
 

04:15 pm-04:30 pm 

ICH2P14 – OP029 
Green Hydrogen Production by 

Hydrolysis of Aluminum and 
Waste Recycling 

Pedro Ayala, Edgar Borja, P.J 
Sebastian 

ICH2P14 - OP009 
Transient Simulation and 

Comparative Assessment of Two 
Concentrated-Solar Based Hydrogen 
Production Systems Integrated with 

Vanadium-Chlorine 
Thermochemical Cycle 

Erfan Zand, Mohammadreza 
Khosravi, Pouria Ahmadi, Mehdi 

Ashjaee 

 
 

04:30 pm-04:45 pm 

ICH2P14 – OP018 
Solar Hydrogen Production with 

Direct and Indirect Design System 
Ilyès Nouicer, Sabah Menia, Fares 

Meziane, Nourdine Kabouche, 
Chaouki Ghenai 

ICH2P14 - OP036 
A Techno-Economic Evaluation of the 
Integration of Direct Air Capture with 
Hydrogen and Solar Fuel Production 

Enric Prats-Salvado, Nathalie Monnerie, 
Christian Sattler 

ICH2P14 – OP104 
Green Hydrogen Production via 
Integrated Triple Technologies: 

Downdraft Tower, Photovoltaic and 
Electrolysis 

Emad Abdelsalam, Fares Almomani 

 
04:45 pm-05:00 pm 

ICH2P14 - OP025 
Thermoelectric Condensation of 

Ambient Humidified Air for Green 
Hydrogen Production 

Hilal Ahmad, Taqi Ahmad 
Cheema, Hadeed Ahmed Sher 

ICH2P14 - OP176 
Flowsheet Safety and Techno-Economic 
Analysis of Optimum Ammonia and Urea 

Production Route 
Amzan Alsabri, Ahmed AlNouss, Fadwa 

ElJack 

ICH2P14 – OP089 
Electricity Hydrogen and Heat (EHH) 

Production in Stand-Alone 
Renewable Energy System 

El Manaa Barhoumi, Ikram Ben 
Belgacem, Manaf Zghaibeh, 

Mohamed Ouda 

 
 

05:00 pm-05:15 pm 

ICH2P14 – OP187 
Optimum Green Hydrogen 

Production Through Biomass 
Feedstock Blending 

Ahmed AlNouss, Gordon Mckay, 
Tareq Al-Ansari 

ICH2P14 - OP096 
Techno-Economic Evaluation of Various 

Hydrogen Carriers 
Ahmad K. Sleiti, Laveet Kumar, Wahib A. 

Al-Ammari 

ICH2P14 – OP080 
A Clean Option for Potential 

Hydrogen Production Via Nuclear in 
Canada 

Gorkem Kubilay Karayel, Ibrahim 
Dincer 

 
 

05:15 pm-05:30 pm 

ICH2P14 – OP111 
An Integrated Solar-Driven Chlor-
Alkali System for Hydrogen and 

Chlorine Production 
Sümeyya Ayça, Ibrahim Dincer 

ICH2P14 – OP193 
Strategy Of Turkiye on Hydrogen Energy 

Serpil Edebali, Mustafa Ersoz 

ICH2P14 – OP088 
A Study on Nuclear-Based Hydrogen 

Production System Via Three- and 
Four-Step Magnesium Chlorine 

Cycles 
Şulenur Asal, Adem Acır, Ibrahim 

Dincer 
06:30 pm-08:30 pm 

Gala Dinner and Awards Ceremony 
Hotel 
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Parallel Sessions 5 

Time Conference Room – A047 Conference Room – A048 Conference Room – A046 

 
09:00 am-10:30 am 

Session 5A: 
Life Cycle Assessment of Hydrogen 

Chair: Dr. Mohamed Haouari  
Co-Chair: Dr. Tareq A. Al-Ansari 

Session 5B: 
Hydrogen in Grids and Communities 

Chair: Dr. Patrick Linke 
Co-Chair: Dr. Veronica Bermudez 

Session 5C: 
Hydrogen Effects on Materials  
Chair: Dr. Ibrahim Galal Hassan  
Co-Chair: Dr. Afrooz Barnoush 

 
 

09:00 am-09:15 am 

ICH2P14 – OP084 
Life Cycle Assessment of Green 

Hydrogen Supply Network 
Dana Alghool, Mohamed Haouari, 

Paolo Trucco 

ICH2P14 - OP056 
Multi-Scenario Analysis of Levelized Cost 

of Hydrogen for Water Electrolysis-
Photovoltaic Energy Technology in the 

Near Future (2025–2050) of Algeria 
Hammou Tebibel, Abdelhamid M’raou 

ICH2P14 – OP134 
The Correlation of Porous Material’s 

Properties Between Particle Geometry 
for Hydrogen Fuel And Electrolysis 

Cells 
Jaeyeon Kim, Luthfan Adhy Lesmana, 

Muhammad Aziz 

 
 

09:15 am-09:30 am 

ICH2P14 – OP180 
Life Cycle Assessment of a Direct Air 
Capture and CO2 Utilization System 

Aliya Banu, Namra Mir, Muftah H. El-
Naas, Ahmed Ali Khalifa, Abdulkarem I. 

Amhamed, Yusuf Bicer 

ICH2P14 - OP142 
Optimizing Green Hydrogen and Power 
Generation from Urban Sewage Sludge 

in the Steel Industry: A Kerman Case 
Study 

Saeed Edalati, Mohammadreza 
Khosravirad 

ICH2P14 – OP112 
Influence Of Hydrogen Uptake on 

Additively Manufactured and 
Conventional Austenitic Stainless 

Steels 316l 
Qingyang Liu, Sumia Manzoor, 

Mohammad Tariq, Hanan Farhat, 
Afrooz Barnoush 

 
 

09:30 am-09:45 am 

ICH2P14 - OP178 
Tank To Tank Life Cycle Assessment of 

Greenhouse Gas Emission from Methanol 
Plant 

Hussein Al-Yafei, Ahmed AlNouss, Saleh 
Aseel, Mohannad AlJarrah, Tareq Al-

Ansari  

ICH2P14 - OP097 
Maximizing Power Grid Resilience: 
Rolling Horizon Control for Output 

Power Smoothing in Islanded Wind-Solar 
Microgrids with Multiple Hydrogen 

Storage Tanks 
Muhammad Bakr Abdelghany, Ahmed 

Al-Durra 

ICH2P14 – OP046 
In-House Green Anti-Corrosion 

Inhibitor to Protect from Hydrogen 
Embrittlement Effect on the Structural 

Integrity of Api 5l Steel Pipeline 
Mohammed HadjMeliani, Hadjer 
Didouh, Mouna Amara, Azedine 
Belalia, Rami K.Suleiman, Guy 

Pluvinage 

09:45 am-10:00 am 

ICH2P14 – OP106 
An Integrated Life Cycle Assessment and 

Supply Chain Analysis of a Multi-
Generation System for Renewable Clean 
Power and Green Hydrogen Production 

Tahir Abdul Hussain Ratlamwala, 
Sheikh Muhammad Ali Haider, 

Khurram Kamal 

ICH2P14 - OP173 
Circular Economy of integrating Green 
Hydrogen Production within an Eco-

Industry Park 
Hajer Mkacher, Fadwa ElJack 

ICH2P14 - OP072 
Protection From Hydrogen 

Embrittlement Using Green Inhibitor 
on the Welding Joint of Api X65 

Pipeline Steel in Dynamic Loading 
Azedine Belalia, Mohammed Hadj 

Meliani, Hadjer Didouh, Mouna Amara, 
Rami K.Suleiman, Guy Pluvinage 

 
 

10:00 am-10:15 am 

ICH2P14 - OP151 
Regeneration Energy Optimisation of Post-

Combustion CO2 Capture (PCC) Process 
Based on Amine Composition Using 

Artificial Neural Network (ANN) 
Najamus Sahar Riyaz, Nancy Khalaf 

AbuZaid, AlAnkaa Al-Harbi, Abdelbaki 
Benamor 

ICH2P14 - OP004 
Monte Carlo Simulation Applications for 
Stakeholder Management on Hydrogen 
Production Projects: Toward Sustainable 

Development 
Ayman Mashali 

ICH2P14 - OP043 
Advancing Hydrogen Production: 

High-Resolution Kinetic Analysis of 
Photocatalytic Water Splitting Using 

Covalent Organic Framework Catalyst 
and Ascorbic Acid 

Suhde Makki, Konstantinos E. 
Kakosimos 

10:15 am-10:30 am 

ICH2P14 – OP120 
A Life Cycle Assessment of Hydrogen 

Production with Catalyst 
Assem Abdurakhmanova, Ibrahim 

Dincer 

ICH2P14 - OP052 
Assessment of Hydrogen Trading Within 
Blockchain and Artificial Intelligence: A 

Review 
Sofya Morozova, Arif Karabuga, Zafer 

Utlu   

ICH2P14 – OP140 
A Critical Review of Hydrogen (H2) 
Flow Assurance in the Presence of 

Impurities 
Mohammad Azizur Rahman, Ibrahim 
Hassan, Rashid Hasan, Faisal Khan, 

Eduardo Gildin, Ahmad Sleiti 
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Poster Number 
Poster Presentations 
10:30 am-11:00 am 

Session Chair: Dr. Burak Yuzer 
Exhibition Hall 

ICH2P14 – PP005 Efficiency Hydrogen Production Via Water Photoreduction Over Fenps Elaborated Via Green Way 
Meriem Guouasmi, Amel Boudjema, Chahrazed Benhamidech, Khaldoun Bachari 

ICH2P14 – PP011 Field Investigation of Green Hydrogen Production Through the Pem Electrolyzer in Ouargla City 
Ahmed Zouhir Kouache, Ahmed Djafour, Khaled Mohammed Said Benzaoui, Madjida Ramdani 

ICH2P14 – PP028 Recent advances in Green Synthesis of Cu2O as a Photocatalyst for Conversion of Solar Energy into H2 
S. Torres-Arellano, P.J. Sebastian 

ICH2P14 – PP030 Effect of Scale-Up in Membraneless Microbial Electrolysis Cells on Hydrogen Production 
M. Mejía-López, O. Lastres, J.L. Alemán-Ramirez, L. Verea, P.J. Sebastian 

ICH2P14 – PP153 Synthesis and Evaluation of Cu-Based Catalytic Materials for CO2 Hydrogenation to Value-Added Products 
Rim Ismail, Assem Mohamed, Mohamed Ali H. Saad, Abdelbaki Benamor 

ICH2P14 – PP168 
Current and Temperature Distributions in a Planar Solid Oxide Electrolysis Cell In-situ Assessed with 
Segmented Electrodes 
Kentaro Yokoo, Hironori Nakajima, Kohei Ito 

ICH2P14 – PP181 Underground Gas Storage Systems: Natural Gas, Hydrogen, And Carbon Sequestration 
Manal Al-Shafi, Yusuf Bicer, Ahmad Abushaikha 

ICH2P14 – PP055 
Forced Convection in Porous Medium Using Triply Periodical Minimum Surfaces: Experimental and Numerical 
Approach 
M. Ziad Saghir 
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Parallel Sessions 6 

Time Conference Room – A047 Conference Room – A048 Conference Room – A046 

 
11:00 am-12:30 pm 

Session 6A: 
Bio-Hydrogen-2 

Chair: Dr. Mohammad Alherbawi 
Co-Chair: Dr. Farhat Mahmood 

Session 6B: 
Hydrogen Storage and Carriers 
Chair:  Dr. Majeda Khraisheh 

Co-Chair: Dr. Alessandro Sinopoli 

Session 6C: 
Electrolyzers 

Chair: Dr. Muhammed Iberia Aydin 
Co-Chair: Dr. Nurettin Sezer 

 
11:00 am-11:15 am 

ICH2P14 - OP157 
Potential Evaluation and Optimization of 
Exoelectrogenic Activity of Rhodobacter 
Capsulatus: A Sustainable Strategy for 

Bioelectricity Production 
Saima Mirza, Junaid Mahmood, 

Arjumand Shah Bano, Mohammad 
Morowvat, Mudassar Ali, Obaid ur-

Rehman 

ICH2P14 - OP145 
Heat Transfer Optimization of a Metal 

Hydride Tank Targeted to Improve 
Hydrogen Storage Performance 
Nadhir Lebaal, Djafar Chabane, 

Alaeddine Zereg, Nouredine 
Fenineche 

ICH2P14 - OP156 
An Electrolyser Design for 

Membraneless Electrolysis by Using 
3D Printing 

Muhammed Iberia Aydin, Ibrahim 
Dincer 

11:15 am-11:30 am 

ICH2P14 – OP135 
Predictive Modeling of Biogas and 

Methane Production from Cow and 
Chicken Manure Using a Modified 

Gompertz Model Optimized by Particle 
Swarm Optimization 

Nadjiba Sophy, Nour Elislam Mougari, 
Nabil Himrane, Luis Le Moyne 

ICH2P14 – OP137 
Sodium Bicarbonates Production 

Through Carbon Mineralization for 
Hydrogen Storage: A Techno-

Economic Assessment 
Dina Ewis, Zeyad Moustafa Ghazi, 

Sabla Y. Alnouri, Abdelbaki 
Benamor, Muftah H. El-Naas 

ICH2P14 – OP179 
Modeling For Multi-Mechanisms 
Permeability of Hydrogen Using a 

Membrane Process 
Hamid Zentou, Mahmoud M. 

Abdelnaby, Abdullah A. AlZahrani 

11:30 am-11:45 am 

ICH2P14 - OP079 
Optimizing Hydrogen Production and 

Anaerobic Biodegradability in 
Pharmaceutical Industry Wastewaters 

Through Photocatalytic Oxidation 
Ayşe Elif Ateş, Burak Yüzer, Adem 

Yurtsever, Sinan Ates 

ICH2P14 - OP146 
Assessing the Potential and Viability 

of Renewable Methane and 
Hydrogen as Sustainable Energy 

Carriers 
Mohammed Al-Breiki, Yusuf Bicer 

ICH2P14 - OP033 
Degradation Modelling of Water 
Electrolysers Using Hidden State 

Estimation and Deep Learning 
Frank Hilden, Pourya Azadi, Stéphane 

Haag, Giuseppe Cusati, Vanessa 
Gepert 

11:45 am-12:00 pm 

ICH2P14 – OP189 
Biocatalytic Conversion of Lignocellulosic 

Biomass into Biohydrogen Via 
Photofermentation Route 

Saima Mirza, Javed Iqbal Qazi, Shulin 
Chen 

ICH2P14 – OP184 
Flexible Natural Gas Allocation to 

Blue-Hydrogen Monetised Products: 
An Agent-Based Modelling 

Approach 
Noor Yusuf, Ahmed AlNouss, Tareq 

Al-Ansari 

ICH2P14 - OP141 
Experimental And Numerical 

Analyses of A Cathode-Supported 
Monolithic Solid Oxide Electrolysis 

Cell 
Hironori Nakajima, Yoshihiro 

Iwanaga, Kohei Ito 

12:00 pm- 12:15 pm 

ICH2P14 – OP196  
Mathematical Modeling of A Sustainable 

Energy System For Restaurant 
Communities: Waste-To-H2 Conversion, 
CO2 Mitigation, Clean Fuel Production, 

And Power Generation 
Syed Muhammad Aun Rizvi, Khurram 

Kamal, Tahir A.H. Ratlamwala 

ICH2P14 – OP035 
Power-To-Gas Process in the 

Upgrading of The CO2 Extracted 
from the Unprocessed Algerian 

Natural Gas 
Rafika Boudries, Nourdine 

Kabouche, Rafik Medjebour, 
Brahim Laoun, A. Khellaf 

ICH2P14 – OP065 
Solar Hydrogen and Methanol 
Production with CSP/PV Driven 

Electrolyser 
Nathalie Monnerie, Andreas 
Rosenstiel, Christian Sattler 

12:15 pm-12:30 pm 

ICH2P14 - OP092 
An Approach in Treating Biomass and 

Plastic Waste for Production of Hydrogen 
and Ethanol 

Muhammad Ishaq, Ibrahim Dincer 

ICH2P14 – OP183 
Comparative Thermodynamic 

Analysis of Two Green Fuel 
Production and Power Generation 

Pathways 
Amira Chebbi, Yusuf Bicer 

ICH2P14 - OP090 
An Investigation of Metal Coated 

3D-Printed Electrodes for Hydrogen 
Production 

Muarij Khalil, Ibrahim Dincer 

12:30 pm-02:00 pm 
Lunch 

Exhibition Hall 
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Parallel Sessions 7 

Time Conference Room – A047 Conference Room – A048 Conference Room – A046 

 
02:00 pm-03:30 pm 

Session 7A: 
Thermodynamic Analysis of Hydrogen 

Systems 
Chair: Dr. Hadi Genceli 

Co-Chair: Dr. Shoukat Alim Khan 

Session 7B: 
Fuel Cells and Combustion 

Chair:  Dr. Mohd Zamri Che Wanik 
Co-Chair: Dr. Tahir A.H. Ratlamwala 

Session 7C: 
Photo-Electro-Catalytic Hydrogen 

Production 
Chair:  Dr. Rima Isaifan 

Co-Chair: Dr. Khaled Abedrabboh 

02:00 pm-02:15 pm 

ICH2P14 - OP152 
Design, development and investigation 
of solar-integrated co-electrolysis for 

methanol production 
Muhammad Sajid Khan, Muhammad 

Abid, Chen Chen, Juliana Hj Zaini, Tahir 
Ratlamwala 

ICH2P14 - OP042 
Feasibility Study of a Molten 

Carbonate Fuel Cell as a CO2 Separator 
for Various Industrial Exhaust 

Emissions 
Arkadiusz Szczęśniak, Aliaksandr 

Martsinchyk, Olaf Dybinski, 
Katsiaryna Martsinchyk, Kamil 

Futyma, Łukasz Szabłowski, Jarosław 
Milewski, Małgorzata Dembowska 

ICH2P14 - OP034 
Synthesis and Application of Pd/Sr-

NPs@TiO2 for Photocatalytic H2 
Generation from Water Splitting 

Reactions 
Ejaz Hussain, Khezina Rafiq 

02:15 pm-02:30 pm 

ICH2P14 – OP160 
Energy And Exergy Analysis of A Four-

Step Copper Chlorine Cycle For 
Enhanced Efficiency And Performance 
Satyasekhar Bhogilla, Aman Pandoh, 

Uday Raj Singh 

ICH2P14 - OP149 
Sustainable Proton-Exchange-

Membrane Fuel Cell (PEMFC) System 
Exergoeconomic Analysis 

Rodrigo Raimundo, Carlos Matiolo, 
Rhayssa Ribas, Lauber Martins, André 

Mariano, Stephan Och, Vanessa 
Kava, José Vargas 

 
ICH2P14 – OP127 

Dye-Sensitized Photocatalytic 
Hydrogen Production by Sepiolite Clay 

Yigit Osman Akyildiz, Emre Aslan, 
Mahmut Kus, Imren Hatay Patir, 

Mustafa Ersoz 
 

02:30 pm-02:45 pm 

ICH2P14 – OP054 
Performance Evaluation of Different 

Working Fluids In S-ORC Based 
Hydrogen Production System 

Arif Karabuga, Zafer Utlu, Melik Ziya 
Yakut 

ICH2P14 – OP136 
3e Analysis and Multi-Objective 
Optimization of Solar-Thermal-

Assisted Energy System: Supercritical 
CO2 Brayton Cycle and Solid Oxide 

Electrolysis/Fuel Cells 
Zhicong Fang, Zhichao Liu, Shuhao 

Zhang, Zekun Yang 

ICH2P14 - OP032 
Synthesis of Au–Bao@TiO2/Cds 

Catalysts: H2 Generation from Water 
Splitting Reactions 

Khezina Rafiq, Ejaz Hussain 

02:45 pm-03:00 pm 

ICH2P14 - OP162 
Thermodynamic Evaluation of a 

Renewable Energy Storage Concept 
Incorporating a Solid Oxide Electrolyzer 

and Metal Hydride Compressor 
Uday Raj Singh, Satyasekhar Bhogilla 

ICH2P14 – OP203 
A Review of The Feasibility of Utilising 
Hydrogen as a Marine Fuel in Australia 

Hongjun Fan, Nagi Abdussamie, 
Andrew Harris, Peggy Shu-Ling Chen, 

Irene Penesis 

ICH2P14 – OP115 
Photocatalytic Hydrogen Generation 

from Seawater Using High-
Performance Polymeric Materials 

Noora Al-Subaiei, Ghalya Abdulla, 
Mohammed Al-Hashimi, 

Konstantinos E Kakosimos 

03:00 pm-03:15 pm 

ICH2P14 - OP053 
Thermodynamic Analysis of PTC-Based 

Hydrogen Production System 
Arif Karabuga, Zafer Utlu, Hasan 

Ayarturk 

ICH2P14 - OP143 
Study Of Laminar Burning Speed 

Correlation’ For Ammonia-Hydrogen 
Fueled Mixture 

Anas Rao, Muhammad Ihsan Shahid, 
Muhammad Farhan, Yongzheng Liu, 

Fanhua Ma 

ICH2P14 - OP021 
Efficient and Stable Seawater 

Electrolysis Over a Binder-Free Nio-
Nanosheet Array Bifunctional Catalyst 

Khadijeh Hemmati 

03:15 pm-03:30 pm 

ICH2P14 – OP093 
A Unique System for Hydrogen, 

Methanol, Fresh Water and Electricity 
Production with Carbon Capturing and 

Storage 
Mitra Ghannadi, Ibrahim Dincer 

ICH2P14 – OP194 
Proton Exchange Membrane based 

Fuel Cell Generation System Modeling 
for Power System Studies 
Mohd Zamri, Che Wanik 

ICH2P14 – OP121 
Piezocatalytic Hydrogen Evolution 
Activity of Seleno-Chevrel Phases 

Talha Kuru, Emre Aslan, Faruk Ozel, 
Imren Hatay Patir, Mustafa Ersoz 

03:30 pm-04:00 pm 
Coffee Break with Poster Presentations 

Exhibition Hall 
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Poster Number 
Poster Presentations 
03:30 pm-04:00 pm 

Chair: Dr. Burak Yuzer 
Exhibition Hall 

ICH2P14 – PP132 Modeling Of Supercritical Hydrogen Storage System Parameters Using Artificial Intelligence Technique 
A. Abdallah El Hadj, Ait Yahia, Smain Sabour, Mohammed R Zahi, Maamar Laidi, S.Hanini 

ICH2P14 – PP147 
Photo-Electro-Electrolysis System Utilizing TiO2-Coated Stainless Steel and FTO as Photoelectrodes for Enhanced 

Dye Removal in Wastewater and Hydrogen Production 
Nadira Salsabila, Ragad F. Alshebli, Burak Yuzer, Yusuf Bicer 

ICH2P14 – PP169 
Dynamic Modelling Approach for Understanding the Influence of Carbon Policies on Electrofuels Utilisation 

Within the Aviation Sector 
Ridab Khalifa, Yusuf Bicer, Tareq Al-Ansari 

ICH2P14 – PP185 Multi-Purpose Charging Station for Electric and Hydrogen Vehicles Enabling Sustainable Transportation 
Marawan Hussein, Sara Mohamed, Amira Chebbi, Luluwah Al-Fagih, Tareq Al-Ansari, Yusuf Bicer 

ICH2P14 – PP068 Hydrogen Sulfide H2S – for the Service of Humanity! 
Anatolii Startsev 

Time Conference Room – A048 Conference Room – A046 

04:00 pm-05:00 
pm 

Session 8A: 
Other Hydrogen Applications 

Chair: Dr. Dogan Erdemir 
Co-Chair:  Dr. Hanadi G. Al-Thani 

Session 8B: 
Hydrogen Utilization and Production 

Chair:  Dr. Huseyin Selcuk 
Co-Chair:  Dr. Muhammed Iberia Aydin  

04:00 pm-04:15 
pm 

ICH2P14 - OP051 
Enhancing Hydrogen Gas Production in Escherichia Coli Through 

a Crispr-Based Approach 
Salisu Ahmed, Musa Abdullahi, Abubakar Ahmad 

ICH2P14 – OP182 
   A Techno-Economic Analysis of Hybrid Solar-Wind Energy 

Systems with Hydrogen Storage for Residential Communities 
Sara Mohamed, Yusuf Bicer, Luluwah Al-Fagih 

04:15 pm-04:30 
pm 

ICH2P14 - OP148 
State-Flow Based Energy Management System in Micro-Grid 

Including Fuel Cell 
Hamid Bentarzi, Abderrahmane Ouadi, Abdelkader Zitouni, 

Abdelkader Abdelmoumene   

ICH2P14 – OP138 
Design And Performance Analysis of Ammonia-Based Power 

Generation 
Kazuki Ohira, Rahmat Waluyo, Muhammad Aziz 

04:30 pm-04:45 
pm 

  ICH2P14 – OP191 
Wind Power's Evolution: Unveiling Advances and Challenges 

in the Quest for Sustainable Energy  
Abdelkader Abdelmoumene, Hamid Bentarzi 

ICH2P14 – OP071 
Investigation of a New Energy System with Recycled 

Aluminum-Water Hydrogen Production  
Andre Bolt, Ibrahim Dincer, Martin Agelin-Chaab 

04:45 pm-05:00 
pm 

  ICH2P14 – OP213 
An Investigation on the Magnetic Cooling Systems in Electric 

Vehicle  
Nader Javani,	Hadi Genceli 

ICH2P14 – OP195 
Optimizing Green Hydrogen Production in the GCC: A Pilot 

Study of Capacity Factor Enhancement via Trans-Continental 
Energy Imports 

Moiz Ali, Yusuf Bicer, Tareq Al-Ansari 

05:00 pm-05:15 
pm 

  ICH2P14 – OP070 
Bio-Inspired Optimization of Hydrogen Production Plants: 

Harnessing the Pollutants for Enhanced Efficiency of Fuel Cell 
Khaled Abu Alfoul, Anaam Abu Foul 

ICH2P14 - OP098 
Electro-Biomembrane Reactor for Concurrent Hydrogen 

Production and Desalination 
Ahmet Faruk Kilicaslan, A. Yagmur Goren, Ibrahim Dincer, Ali 

Khalvati 
 

05:15 pm-05:30 
pm 

ICH2P14 – OP119 
Low Price Photo and Thermal Production of Hydrogen Fuel 

from Hydrogen Sulfide Extracted from Petroleum Natural Gas 
Salah Naman 

ICH2P14 - OP078 
A Community Energy System Designed to Cover the Needs 

Including Hydrogen 
Moslem Sharifishourabi, Ibrahim Dincer, Atef Mohany 

06:30 pm-09:30 pm 
Optional Social Tour 
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Time Hydrogen Energy Course (with registration) Auditorium 

09:00 am-09:15 am Opening Talks 

09:15 am-11:15 am 
Introduction to Hydrogen: H2-101 

Professor Dr. Ibrahim Dincer, Ontario Tech University, Canada 

11:15 am-11:30 am Break 

11:30 am-01:30 pm 
Hydrogen Production: Electrolyzes, Methods and Processes 

Professor Dr. Fares Almomani, Qatar University, Qatar 

1:30 pm-02:00 pm Lunch Break 

2:00 pm-04:00 pm 
Hydrogen Storage and Transportation 

Dr. Yusuf Bicer, Hamad Bin Khalifa University, Qatar 

04:00 pm-04:15 pm Break 

04:15 pm-06:15 pm 
Hydrogen Utilization and Fuel Cells 

Professor Dr. Xianguo Li, University of Waterloo, Canada 

06:15 pm-06:30 pm Certification Ceremony 

Hydrogen Energy Course	
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Dean’s Welcoming Message 

On behalf of the College of Science and Engineering (CSE) at Hamad Bin Khalifa University, it 
is our honor to host and organize this prestigious international event, the 14th International 
Conference on Hydrogen Production (ICH2P-2023). I would like to extend my warmest 
greetings to all the attendees of this promising event. 
 
The College of Science and Engineering aims to be a world-class multidisciplinary college with 
significant positive impact on the region and the world, in the fields of science, engineering, 
and technology. One of our key divisions is the Division of Sustainable Development with its 
mission of educating future leaders on Sustainable Energy and Sustainable Environment and 
all associated areas.  
 
We look forward to contributing to the high-quality research results that will be presented 
during the symposium, which will help develop new policies and scientific progress towards 
achieving sustainable development, and be of great value to positioning our college in the 
midst of these extremely important fields of hydrogen research. 
 
We look forward to welcoming you. 
 
 
Dr. Mounir Hamdi 
Dean of the College of Science and Engineering 
Hamad Bin Khalifa University 
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Co-Chair’s Welcoming Message 

As Co-Chair of the Organizing Committee for the International Conference on Hydrogen 
Production (ICH2P-2023), I am honored to welcome you to this esteemed gathering held at 
Hamad Bin Khalifa University, Education City, in Qatar from December 19-21, 2023. Your 
presence here signifies a shared commitment to addressing the challenges of our time 
through innovative solutions in hydrogen production, storage, transportation, delivery, and 
utilization. 
 
The scientific part of ICH2P-2023 will include talks by keynote speakers, invited speakers, and 
industry experts, as well as oral and poster presentations from academic participants. 
Conference proceedings will be published on the website after reviewing the submitted 
manuscripts. High-quality papers will be considered, in expanded form, for possible 
publication in specific reputable international journals mentioned on the conference website. 
 
Throughout the conference days, we invite you to immerse yourself in the diverse discussions, 
presentations, and collaborative opportunities that this conference offers. The insights and 
knowledge shared here have the power to shape the future of sustainable energy. 
 
We extend our deepest appreciation to the speakers, sponsors, and the dedicated organizing 
committee for their tireless efforts in making this event possible. Together, let us embark on a 
journey of discovery, collaboration, and progress towards a more sustainable and hydrogen-
powered world. 
 
Thank you for being part of this transformative experience. 
 
Yusuf Bicer 
Conference Co-Chair 

Associate Professor, Division of Sustainable Development 

College of Science and Engineering 

Hamad Bin Khalifa University 
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Co-Chair’s Welcoming Message 

On behalf of the Division of Sustainable Development, it is my distinct pleasure to welcome 
you to the International Conference on Hydrogen Production (ICH2P-2023) at Hamad Bin 
Khalifa University. This gathering is a testament to our collective commitment to advancing 
sustainable solutions, and your presence amplifies the impact we can make together. 
 
Hydrogen, as a clean and versatile energy source, is at the forefront of our shared vision for a 
more sustainable future. We encourage you to actively participate in the sessions, engage in 
discussions, and forge connections that transcend borders and disciplines. The 
interdisciplinary collaboration fostered during this conference has the potential to drive 
innovation and pave the way for a greener world. 
 
We also plan to include a social program covering a welcome reception, lunches, coffee 
breaks, a gala dinner, and social tours in Doha. You will have the opportunity to experience 
and observe the distinctive Qatari culture, and the hospitality and beauty of Doha. 
 
A heartfelt thank you to the organizers, speakers, and sponsors for their dedication to making 
this event a success. Together, let us explore the frontiers of hydrogen production and 
contribute to building a more sustainable and resilient world. 
 
We endeavor to ensure that ICH2P-2023 will be a valuable, impactful, and enjoyable event. 
 

Dr. Tareq Al-Ansari 
Conference Co-Chair 

Associate Professor, Head of the Division of Sustainable Development 

College of Science and Engineering 

Hamad Bin Khalifa University 
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ABSTRACT  

Modeling of a Solar Chimney Power Plant (SCPP) integrated with a water desalination power plant 
(WDPP) for synchronous electricity production, clean water, and hydrogen has been investigated for the 
Doha-Qatar climate. This study focuses on the performance of the SCPP when operating in standalone 
mode and when integrated with a WDPP. The SCPP produces electricity through a wind turbine, clean 
water through an evaporative process, and hydrogen using electrolysis. The excess heat from the WDPP 
boosts the temperature profile of the SCPP and results in continuous electrolysis to produce hydrogen. 
Results indicate that the combined SCPP and WDPP system enhanced the temperature and air velocity 
profiles, resulting in the maximum hydrogen production exceeding 39,018 kg annually compared to 13,351 
kg for a standalone SCPP. Furthermore, electricity and clean water from the proposed system were 2.9 
times and 1.6 times, respectively, greater than the standalone SCPP.  

Keywords: Green Hydrogen, sustainability, solar energy, power plants  

INTRODUCTION 

Hybrid technologies, which integrate many energy technologies, indicate that the future energy sector 
will not rely solely on one energy source[1],[2]. Alongside the increasing energy demand, it is important 
to additionally take into account the diversity, efficacy, and sustainability of energy resources [3]-[5]. 
Increasing the utilization of additional renewable energy sources is vital for the purpose of achieving 
sustainability and enhancing energy efficiency. In recent years, there has been a growing trend towards 
adopting alternative energy sources that produce no carbon emissions. This shift is driven by the 
increasing disparity between energy supply and demand, as well as the detrimental environmental 
impact of fossil fuels [6],[7]. Fuel cells (FCs) are a prominent and promising power source alternative 
for the future. They are known for their reliability, silent operation, and high efficiency [8].  

The projected hydrogen demand for 2020 is expected to reach 87 million metric tons (MT), and this 
figure is estimated to increase to 500-680 million MT by 2050. Between 2020 and 2021, the valuation 
of hydrogen production's share price was expected to be $130 billion. It is projected to grow at an annual 
rate of 9.2% until 2030[8]–[11]. Currently, the production of "green" hydrogen is limited, resulting in 
fossil fuels being responsible for about 95% of total hydrogen generation. At present, hydrogen 
production relies on 2% of the world's coal and 6% of its natural gas[12][13]. Furthermore, the economic 
feasibility of producing green hydrogen has increased as a result of declining costs of clean energy, 
lower prices of electrolyzers, and improved efficiency resulting from advancements in technology. 
Bloomberg New Energy Finance predicts that by 2050, the cost of producing green hydrogen could 
range from $0.70 to $1.60 per kilogram in most parts of the world. This would make green hydrogen 
cost-competitive with natural gas, assuming that natural gas prices continue to decline. NEL, the leading 
global manufacturer of electrolyzers, asserts that the cost threshold for creating green hydrogen from 
fossil fuels could be achieved by 2025[14]. Research indicates that these advanced hydrogen 
generation systems have a distinct capacity to be powered by renewable energy sources such as hydro, 
geothermal, and solar. In 2017, hydrogen production systems that incorporate heat recovery (thermal) 
and photonic-based technologies outperformed other systems in terms of emissions, price, and 
efficiency [19]. Recent findings suggest that hydrogen might potentially become a financially feasible 
fuel option in the transportation sector, as long as it is exempt from carbon taxes, considering the 
existing expenses associated with alternative fuels [15], [16]. Various countries are developing national 
hydrogen roadmaps in reaction to the rapid progress of hydrogen technology and increasing energy 
needs. Hydrogen has the capacity to meet the increasing demands of social development across 
several energy sectors. Consequently, numerous countries have implemented measures to support the 
fuel cell industry and incorporate the hydrogen sector into their national objectives [17]. 
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Japan's government has implemented a domestic policy to promote the production of hydrogen. This 
plan encompasses an advanced industrial system that is at the forefront of technology and 
commercialization. It has the capacity to manufacture over ten thousand Toyota Mirai vehicles[18]. 
Nevertheless, the progress in these technologies and significant improvements in the storage, 
transportation, and utilization of hydrogen fuel indicate a reduction in the country's reliance on imported 
fossil fuels. Consequently, green hydrogen will surpass traditional energy sources in importance[19]. 
The photonic alternatives obtain the highest average grade (7.60/10) for the hydrogen generating 
approach, followed by thermal choices (5/10) and bio options (4.80/10) [20]. 

Hydrogen production from the sun is often considered the optimal choice for sustainable energy, and 
solar energy has the capacity to be the most abundant and renewable energy source now accessible 
to mankind. The various methods for solar to hydrogen synthesis have been extensively studied, 
including the determination of exergy and the utilization of energy. Wang et al. [20] investigated the 
mechanisms of photochemical processes, which involve the utilization of photon-activated electrons 
from secondary components (sensitizer and catalyst) to activate and separate water. Additionally, they 
examined thermochemical cycles that employ heat energy to separate water molecules, electrolysis 
that utilizes electricity to break water molecules, and solar-to-hydrogen reactions. 

The paper provides a comprehensive analysis of the theoretical aspects and current technological 
advancements in generating hydrogen from solar energy. It also explores the potential of a solar 
photovoltaic-based hydrogen system to operate for extended periods by improving energy efficiency 
and employing a continuity index[21]. Solar energy plays a vital role in the shift from carbon-based fuels 
to environmentally friendly energy sources. Solar energy has the potential to be a crucial and 
indispensable source for generating hydrogen, as it falls under the category of energy sources that can 
be used to produce hydrogen. There are three distinct categories of solar energy: photovoltaic, thermal, 
and photoelectrochemical [22]. Hydrogen can be produced by various methods, including solar 
thermolysis, mechanical-to-electrical energy conversion, solar thermochemical cycles, solar cracking, 
solar gasification, and electrolysis. Bio-photolysis and photoelectrolysis are the primary methods for 
directly producing hydrogen. The photovoltaic source is used to generate electricity, which is then 
employed in the process of electrolysis to produce hydrogen. The solar thermal energy source is utilized 
to generate hydrogen through sun gasification and solar ammonia reforming, hence extracting thermal 
energy. Conversely, the low productivity of solar-to-hydrogen systems and the exorbitant cost of 
photovoltaic cells are regarded as major impediments to the widespread economic advancement of 
solar-powered hydrogen production. Furthermore, the cost of generating green hydrogen from wind 
energy and solar sources should be at least four times cheaper than the price of retail power, as it has 
a significant impact on the final price of hydrogen [24]. Another major obstacle to improving overall 
hydrogen generation efficiency is the efficacy of solar energy conversion into electricity. On the other 
hand, solar electrolysis, photochemical technologies, and photoelectrochemicals offer greater 
convenience for hydrogen filling stations because they require fewer procedures and have the 
possibility to eliminate hydrogen distribution networks. Continued development of materials for high-
temperature processes, with a specific emphasis on high-temperature membranes and heat 
exchangers for solar thermal processes, is crucial [25].  

Jordan's limited natural resources have led to a reliance on imported fossil fuels, amounting to 
approximately 17% of GDP in 2017, equivalent to $3.5 billion. This dependence has significant 
implications for the country's progress in modern society and its economy. Jordan achieved a 
remarkably effective energy transition by embracing renewable energy ahead of any other country in 
the MENA region. The authorities effectively decreased the expenses of the PV project, as evidenced 
by the pricing of renewable energy. The prices experienced a decline from 16.9 cents per kilowatt-hour 
(kWh) during a 200 MW bidding round in 2013 to a range of $6-7 cents per kWh in 2015, and further 
dropped to approximately 2.5 cents per kWh in 2019. The findings suggesting the potential for green 
hydrogen production should be acknowledged as prompts, necessitating further research to verify the 
results of this study. An aspect of ambiguity in this analysis pertains to the future development of Qatar's 
hydrogen market; the demand for hydrogen is a critical apprehension. Nevertheless, there is an 
expectation that the demand for green hydrogen will experience a significant increase in the upcoming 
years. Qatar should actively monitor the trend towards hydrogen and, if possible, identify potential 
hydrogen consumers in Qatar and the neighboring nations. The findings indicated that solar-hydrogen 
fuel could serve as a viable substitute for Jordan [26]. A comparable investigation may be required for 
Qatar. By 2060, the manufacturing initiated in 2020 has the potential to meet a significant amount of 
the energy demand sector [27], [28]. In order to attract investments in the production of green hydrogen 
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and position Qatar as a hub for trading green hydrogen and its byproducts, such as green ammonia 
and green methanol, it may be necessary for Qatar to adopt a legislative and regulatory strategy plan 
similar to the one implemented in Jordan [29]. 

MATERIALS AND METHODS  

 
System Description  

The system depicted in Figure 1 works on the principle of natural convection. It consists of three main 
components: a solar collector, a chimney, and a water desalination and hydrogen production plant. The 
solar collector is a crucial component that absorbs solar radiation and converts it into heat. It is typically 
constructed using a dark material with high absorbance properties. When sunlight falls on the collector, 
the material absorbs a significant portion of the solar energy, which is then transformed into thermal 
energy. 
The tall-vertical structure of the chimney causes an upward airflow due to the temperature difference 
between the hot air inside and the cooler air outside. The hydrogen production plant, located at the base 
of the chimney, uses solar heat and airflow to drive a series of processes that produce clean water and 
hydrogen fuel. 
During the daytime, solar heat accumulates in the solar collector section; the inside air heats up, expands, 
and becomes less dense, causing it to rise and flow into the chimney. The solar heating creates a 
continuous airflow that drives a turbine connected to an electrical generator, producing electricity. As the 
excess heat from the solar desalination plant is channeled into the solar collector section, the temperature 
profile is further enhanced, resulting in more airflow velocity and boosting the power produced. Directing 
the excess heat also allows for uninterrupted electricity generation through nighttime as the desalination 
plant heat supply continues. 
As the hot air rises, it also passes over a seawater pool, causing some water to evaporate and produce 
steam. The steam then condenses on a series of surfaces within the chimney, making clean water that 
can be collected through the gutters and distilled water pipes. This provides an additional water 
desalination system that aids the adjacent plant. 
The remaining hot air then flows into the hydrogen production plant, which is used to split water molecules 
into hydrogen and oxygen through electrolysis. Hydrogen is collected and stored for use as a clean and 
renewable fuel source. Excess electricity from the turbine can be used to enhance the electrolysis process 
and produce hydrogen undisturbed. Overall, integrating the heat recovered from the water desalination 
plant would aid the SCPP in producing power, distilled water, and hydrogen fuel both in the daytime and 
nighttime. 
 

 

Figure 1. Illustration of the proposed SCPP system integrated with electrolysis station and water 
desalination power plant 
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Properties Value 

Power 600-650MW 

Flue gas mass flow rate 750-800 kg/s 

Temp 150-200°C 

Specific heat 1.131-1.134 kJ/kg K 

Moisture Content 12-16% 

 

Properties of the water desalination plant 

 
Mathematical Model 

Reaction (1) illustrates the complete Watelc reaction. Based on the energy requirements outlined in our 
earlier study (Almomani and Bohsale 2020), the energy necessary for producing PH2 via the Watelc 
process has been calculated. Several authors extensively examined this system's energy and exergy 
analysis (Chase 1998) and (Ni et al. 2006). 

In summary, equation (1) can be employed to calculate the energy (È (₮)) required for reaction (1) to 
convert water into oxygen and hydrogen gas. The Gibbs free energy (G) from equation (2) governs the 
decomposition of water, also known as Reaction (1). 

𝐻2𝑂 + È →  𝐻2 + 0.5𝑂2                              

 

∆𝐺(₮) = ₮(
∆È(₮)

₮
− 𝛥𝑠(₮)) 

 

Where U stands for energy, G (₮) for the change in Gibbs free energy, ₮ for Kelvin temperature. When 
the pressure is constant, E, S, and G fluctuate as a function of temperature. The applied cell potential 
must be greater than the cell's reversible potential to electrolyzer water effectively. The applied cell 
potential should contain the additional possibility to account for irreversibilities produced within the cell, 
such as reactant/product transportation, charge transfer, and resistance of electrolytes and electrodes 
(Pextra). The potential for such would be removed by adding an internal impedance (Zin) proportional 
to the anticipated Pextra. Equation (2) can calculate the rate at which heat (QH) developed owing to 
irreversibility. 

The applied cell potential must exceed the cell's reversible potential to facilitate efficient water 
electrolysis. Additionally, the applied cell potential should incorporate the capacity to address the 
irreversibility arising within the cell, such as the transportation of reactants/products, charge transfer, 
and the resistance of electrolytes and electrodes (Pextra). This potential imbalance could be mitigated by 
introducing an internal impedance (Zin) proportional to the anticipated Pextra. Equation (2) can be 
employed to compute the rate at which heat (QH) develops due to irreversibility. 

𝑃𝑒𝑥𝑡𝑟𝑎 =
QH
 𝐼

 

Where: 

𝑃𝑒𝑥𝑡𝑟𝑎 = 𝐼𝑍𝑖𝑛 

The energy required for water electrolysis can be provided by the generated (QH) inside the cell, which 
is why I, or the applied current (A), is used. If the cell's rate of QH is insufficient, additional external heat 
must be applied to maintain water electrolysis. The requisite values for water, oxygen, and hydrogen's 
E, Q, and G were all in the thermochemical tables (Chase 1998). The total energy needed to accomplish 
the electrolysis of water equals the theoretical energy demand plus any associated losses, as shown 
by equations 1 and 2. As a result, Equation (3) may be used to determine the efficiency of water 
electrolysis: 
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𝐸𝑛
= 𝑁𝐻2, × 𝐿𝐻𝑉𝐻2 × ∑∆𝐻

−1
        (3) 

Where LHV_(H2) is the lower heating value of H2, N (H2, prod)) is the flow rate of H2 leaving the system, 
and H is the total of the system's electric energy input used to create oxygen, water, and hydrogen. 

 

𝑁𝐻2,𝑝𝑟𝑜𝑑 = 𝑁𝐻2𝑂,𝑟𝑒𝑎𝑐𝑡𝑒𝑑 = 0.5 √(𝐽𝐹−1)2 

𝑁𝑂2,𝑝𝑟𝑜𝑑 = 0.25√(𝐽𝐹−1)2 

 

The symbol J   is the electrolysis cell's current density. Furthermore, F is the Faraday constant. 
Consequently, using equation (6) to determine the electrical energy involved in Watelc   

∑∆𝐻 = 𝐽 ∑(𝑃𝑖𝑟𝑟 + 𝑃𝑎𝑐𝑡,𝑐 + 𝑃𝑎𝑐𝑡,𝑎 + 𝑃𝑐𝑜𝑛,𝑎 + 𝑃𝑐𝑜𝑛,𝑐 + 𝑃𝑜ℎ𝑚)         (6) 

 

P_irr is the reversible potential calculated using the Nernst equation. The equations shown below were 
used to calculate these parameters P_(act,c), P_(act,c),P_(act,a), P_(con,a), P_(con,c), and P_ohm. 

The calculation of the aforementioned parameters is covered elsewhere (Todd and Young 2002; 
Hernández-Pacheco et al. 2004; Nam and Jeon 2006b; Ni et al. 2006; Ni et al. 2007). Equation 7 was 
then used to calculate the maximum amount of hydrogen (kg) that the SCPP system can produce. 

𝑃𝐻2(kg) =
E

∆E(𝐻2)
                    (7) 

 

𝑃𝑜ℎ𝑚 = 2.99𝑥10−5𝐽𝐿 exp (10300𝑇−1) 

𝑃𝑎𝑐𝑡,𝑖 = 𝑅𝑇𝐹
−1 𝑆𝑖𝑛ℎ−1 (

𝐽

2𝛾𝑖ℯ
 (−
𝐸𝑎𝑐𝑡,𝑖
𝑅𝑇

) 

) 

𝑃𝑐𝑜𝑛,𝑐 =  
𝑅𝑇

2𝐹
ln (√1 + (

𝐽𝑅𝑇𝑑𝑐

2𝑓𝐷𝐻2𝑂
𝑒𝑓𝑓
𝑃𝐻2𝑂
𝐼𝑛
) × √(1 − (

𝐽𝑅𝑇𝑑𝑐

2𝑓𝐷𝐻2𝑂
𝑒𝑓𝑓
𝑃𝐻2𝑂
𝐼𝑛
))

−2

 ) 

  

𝑃𝑐𝑜𝑛,𝑎 = 0.25 𝑅𝑇𝐹
−1ln (√((𝑃𝑂2

𝐼𝑛)2 +
𝐽𝑅𝑇𝜇𝑑𝑎

2𝐹𝐵𝑔
) × (𝑃𝑜2

𝐼𝑛)−2) 

SCPP Mathematical Model 

In our previous articles (Abdelsalam et al. 2020; Abdelsalam et al. 2021a; Abdelsalam et al. 2021b; 
Alkasrawi et al. 2021), we extensively discussed the mathematical model and performance 
characteristics of the SCPP. However, the detailed model can be found in the supplemental material. 
The mathematical model was implemented using MATLAB programming. The application reads 
weather data from an input file containing hourly weather information for Doha, Qatar, spanning an 
entire year. This data includes relative humidity, wind speed, solar radiation, and outdoor temperature. 
All system parameters, including collector and absorber temperatures, as well as the temperature profile 
of the system's air, are computed by the software through a MATLAB genetic algorithm program. The 
software calculates the production of oxygen, hydrogen, and power hourly, along with quantifying the 
water desalination process. 
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RESULTS AND DISCUSSION 

Figure 2 illustrates the weather information gathered in Doha, Qatar (at 25° 17' 9.9816" N and 51° 32' 
5.3412" E). The two-dimensional plot displays annual radiation in watts per meter square as a function 
of time. The first axis is the vertical y-axis on the left-hand side of the plot and represents the 24-hour 
day, with time increasing from bottom to top. The second axis represents the 12 months of the year and 
is located on the horizontal x-axis, with January at the left and December at the right. The third axis is 
the vertical y-axis on the right-hand side of the plot and represents the intensity of the radiation, 
measured in watts per meter square, with values increasing from bottom to top. The plot shows that the 
highest radiation intensity occurs in July at noon, with values exceeding 650 W/m2. Generally, radiation 
intensity is highest in the summer months and lowest in the winter months. 

 

 

Figure 2. Display the yearly information on solar irradiance and measurements of solar irradiance for 
each hour. 

 

Furthermore, the plot underscores the broader seasonal trends in radiation intensity. Summer months 
emerge as the leaders in solar energy, with their abundant sunlight resulting in heightened radiation 
levels. Conversely, the winter months witness a decline in radiation intensity due to reduced daylight 
hours and less direct sunlight. This insight into the annual radiation dynamics guides the optimization 
of hydrogen production strategies, promoting the utilization of solar-driven processes during peak 
radiation months to ensure maximum efficiency and output. 
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Figure 3 displays three variables: Ambient temperature, wind speed, and humidity, plotted over time. 
The x-axis represents time, with earlier times on the left and later times on the right. The y-axis on the 
left-hand side of the plot represents ambient temperature, while the y-axis on the right-hand side of the 
plot represents humidity and wind speed. The plot shows that humidity levels are highest at night, 
reaching a maximum of 85 °C. Wind speed fluctuates over time and does not show a clear pattern. 
Ambient temperature increases over the day, with maximum values occurring in the afternoon. Overall, 
the plot suggests that the weather conditions are cooler and more humid at night, with higher 
temperatures and lower humidity during the day. 

 

Figure 3. A 24-hour Weather Profile in Doha, Qatar 

 

Each variable finds its representation on distinct y-axis strategically placed for clarity. The ambient 
temperature, a critical factor influencing energy processes, is elegantly positioned on the y-axis of the 
left-hand side. Simultaneously, the y-axis on the left-hand side accommodates humidity and wind 
speed, aligning with their respective values to avoid confusion. 

The trajectory of ambient temperature charts a predictable course. As the sun ascends in the sky, 
temperatures steadily rise, culminating in their zenith during the afternoon hours. This trend aligns with 
the sun's intensity, illustrating the direct relationship between solar irradiance and temperature increase. 

3.2 System Characteristics  

Figure 4 displays the impact of exterior and interior temperatures on the performance of two systems, 
one with traditional SCPP and one with a SCPP+WDPP. The x-axis represents time in hours, with noon 
showing the maximum values. The y-axis represents air temperature. The plot shows that both systems 
are affected by changes in exterior and interior temperature. The performance of the traditional SCPP 
system SCPP decreases as external temperatures drop. 

In contrast, the system's performance with a WDPP is less affected by changes in the external 
temperature. The interior temperature of both systems increases with time, with maximum values 
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occurring at 12 p.m. Overall, the plot suggests that the system with an SCPP performs better than the 
traditional system in maintaining interior temperatures in the face of changes in exterior temperature. 

 

 

 

 

Figure 4. The variation of the temperature profile under the collector when the SCPP is in standalone 
mode and integrated with the WDPP. 

 

Within this graphical narrative, both systems' performances are indicators of their response to external 
and internal temperature fluctuations. Notably, as the exterior temperature undergoes shifts, both the 
traditional SCPP and the SCPP+WDPP system display discernible alterations in performance. The 
traditional SCPP system is sensitive to diminishing exterior temperatures, reducing efficiency as the 
external environment cools. On the other hand, the system integrated with a WDPP demonstrates 
resilience against these external temperature changes, remaining relatively unfazed by such 
fluctuations. This divergence in behavior underscores the innovative potential of the WDPP system in 
maintaining consistent performance across varying external thermal conditions. 

 

Figure 5 displays a 24-hour air velocity profile in the chimney in the case of the SCPP in a standalone 
mode and the SCPP+WDPP mode in Doha on January 1st. The x-axis represents time in hours, with 
earlier times on the left and later times on the right. The y-axis represents air velocity. The plot shows 
that both systems are affected by changes in external temperature, with air velocity decreasing as 
external temperature increases. The maximum air velocity occurs in the morning, although the exact 
time is not specified. Overall, the plot suggests that both systems experience a similar pattern of 
decreasing air velocity with increasing external temperature, although further details on the systems 
and their performance would be needed to make more specific conclusions. 
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Figure 5. The air velocity profile changes within the chimney when the SCPP operates in standalone 
mode and when integrated with the WDPP. 

Figure 5 paints a clear picture of the responsiveness of both systems to changes in external 
temperature. As the external temperature undergoes variations, both the SCPP Design and 
SCPP+WDPP systems display discernible fluctuations in air velocity. It becomes evident that air velocity 
experiences a decrease with the escalation of external temperature. This shared behavior underscores 
the sensitivity of both systems to thermal variations, mirroring the general trend of air velocity 
deceleration as temperatures rise. 

The plot spotlights the morning hours as the period of peak air velocity, yet it refrains from specifying 
the precise time of this zenith. Despite this ambiguity, it is apparent that both systems converge in 
showcasing this peak in the early hours of the day. This shared temporal alignment further underscores 
the systems' parallel responses to the daily temperature cycle. 

In summation, the plot hints at a common trend between the SCPP Design and SCPP+WDPP systems: 
a decrease in air velocity as external temperatures ascend. However, for a more in-depth understanding 
and to draw specific conclusions about the systems' performance nuances, additional details about the 
systems themselves, their underlying mechanics, and performance metrics would be required. The plot 
serves as an initial insight, underscoring the need for a deeper exploration into the systems' intricacies 
to substantiate any definitive observations or conclusions. 

Figure 6 displays the annual electricity production in MWh for two systems, SCPP and SCPP+WDPP. 
The x-axis represents time in months, with January on the left and December on the right. The y-axis 
represents electricity production in MWh. The plot shows that both systems experience seasonal 
variations in electricity production. The maximum production for the SCPP system occurs in June, while 
the maximum production for the SCPP+WDPP system occurs in January and exceeds 100 MWh. 
Overall, the plot suggests that adding the WDPP system may improve electricity production during the 
winter months. 
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Figure 6.  Monthly Profile of Electricity Production via the SCPP and SCPP+WDPP in Doha, Qatar. 

 

In contrast, the SCPP+WDPP system carves a different path. Its zenith in electricity production arrives 
in January, characterized by lower temperatures and distinct energy consumption patterns. 
Remarkably, this peak transcends the 100 MWh mark, reflecting the impactful integration of the WDPP 
component. This enhancement underscores the potential of wind-driven energy to bolster electricity 
output during periods when conventional sources might face limitations. 

Figure 7 displays the annual hydrogen production in kg for two systems, SCPP and SCPP+WDPP. The 
x-axis represents time in months, with January on the left and December on the right. The y-axis 
represents hydrogen production in kg. The plot shows that both systems experience seasonal variations 
in hydrogen production. The maximum production for the SCPP system occurs in May, while the 
maximum production for the SCPP+WDPP system occurs in December and exceeds 6500 kg. Overall, 
the plot suggests that adding the WDPP system may improve hydrogen production during the winter 
months, although further details on the systems and their performance would be needed to make more 
specific conclusions. 

The SCPP+WDPP system charts a unique trajectory. Its pinnacle in hydrogen production emerges in 
December, a period defined by cooler temperatures and specific energy needs. Astonishingly, this 
crescendo surges beyond 6500 kg, a testament to the transformative effect of the integrated WDPP 
component. This achievement underscores the potency of harnessing wind energy to amplify hydrogen 
production, particularly when climatic conditions might otherwise pose challenges. 
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Figure 7.  Monthly Profile of Hydrogen Production via the SCPP and SCPP+WDPP in Doha, Qatar. 

 

Figure 8 displays the annual oxygen production in kg for two systems, SCPP and SCPP+WDPP. The 
x-axis represents time in months, with January on the left and December on the right. The y-axis 
represents oxygen production in kg. The plot shows that both systems experience seasonal variations 
in oxygen production. The maximum production for the SCPP system occurs in May, while the 
maximum production for the SCPP+WDPP system occurs in December and exceeds 50000 kg. 
Overall, the plot suggests that adding the WDPP system may improve oxygen production during the 
winter months. 
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Figure 8. Monthly Profile of Oxygen Production via the SCPP and SCPP+WDPP in Doha, Qatar. 

 

The SCPP+WDPP system charts its unique path. Its summit in oxygen production emerges firmly in 
December, a time characterized by cooler temperatures and distinct atmospheric conditions. 
Remarkably, this crescendo soars beyond 50000 kg, a testament to the transformative influence of the 
integrated WDPP component. This accomplishment underscores the synergistic power of harnessing 
wind energy to amplify oxygen production, especially when conventional conditions might not be 
conducive 
 
CONCLUSIONS 

This study has investigated the modeling of an SCPP integrated with a WDPP for the synchronous 
production of electricity, clean water, and hydrogen in the context of the Doha, Qatar climate. The 
analysis focused on comparing the performance of the SCPP when operating in a standalone mode 
and when integrated with the WDPP. This work provides insights into the system's performance, 
considering temperature, air velocity, and weather conditions. A key finding is that adding the WDPP 
component enhances the system's interior temperatures, especially during external temperature 
fluctuations. Electricity, Hydrogen, Oxygen, and water production show seasonal variations, with the 
SCPP+WDPP system outperforming the standalone SCPP during winter. The findings emphasize the 
importance of renewable energy sources, such as solar and wind, in meeting the growing demands for 
electricity, clean water, and hydrogen in a changing energy landscape. Further research and 
development are crucial to optimize and scale such integrated systems for practical applications to 
transition to a cleaner and more sustainable energy future. 
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ABSTRACT  

Global hydrogen demand is seeing significant growth. Most of the hydrogen production is by natural gas 

(NG) reforming. The main production routes are steam-methane reforming (SMR), auto-thermal reforming 

(ATR), and partial oxidation (POX). Hydrogen plants are associated with substantial amounts of 

emissions, and reducing their carbon intensity is essential in the clean energy transition. Blue hydrogen 

production, where CO2 emissions are captured and stored (CCS), is currently the most promising solution 

for carbon reduction. While the SMR route is widely studied, limited techno-economic analyses exist for 

ATR and POX. This study presents a comparative assessment on the three main routes. Given the 

substantial amount of excess heat, emissions reduction is investigated by two pathways: i) integration 

with an electrolyzer to produce more H2, and ii) coupling with CCS where energy systems are designed 

to integrate heat and power across the hydrogen/CCS plants. Results show that integration with CCS is 

more economically and environmentally advantageous. SMR outperformed ATR and POX for both grey 

and blue hydrogen production. Outside the boundaries of the plants, life-cycle emissions are quantified 

and compared with electrolysis. Emissions from blue hydrogen production can compete with electrolysis 

for current electricity mixes, with green hydrogen costs being around 4-6 times higher than blue hydrogen.  

 

Keywords: Hydrogen, Techno-economic analysis, CCS, heat integration. 

INTRODUCTION 

Global hydrogen demand has grown more than three-fold in the past five decades [1], and its 

consumption is projected to increase over six-fold by 2050 [2]. There are three main hydrogen 

production pathways: grey/black hydrogen generated from fossil fuels, where the CO2 associated with 

the process is released to the atmosphere, blue hydrogen also from fossil fuels, but the produced CO2 

is stored/ utilized, and green hydrogen from renewable sources by electrolysis [3]. Almost 96% of the 

current hydrogen production is source from fossil fuels [4], with natural gas (NG) reforming being the 

primary source of hydrogen production [1]. Although hydrogen is a clean energy carrier, hydrogen 

production releases substantial amounts of CO2 emissions. Producing low carbon hydrogen is key to 

sustainable future energy systems. Methods that are currently being explored for low-carbon hydrogen 

production are green and blue hydrogen. However, as long as fossil fuels dominate the global economy, 

the most promising short-term solution for CO2 mitigation is blue hydrogen production from fossil fuels 

with CCUS [5]. There are three main NG reforming routes for hydrogen production: steam-methane 

reforming (SMR), auto-thermal reforming (ATR), and partial oxidation (POX) [5]. Although SMR is widely 

studied in the literature, there are little studies on ATR and POX. Moreover, there are no detailed 

analysis on heat and power integration of hydrogen plants with CCS. This study aims to address these 

gaps by conducting a comparative techno-economic assessment of hydrogen production by the three 

prominent routes. Given the large amounts of excess heat in the processes, two pathways are 

considered to reduce emissions. In the first pathway, additional hydrogen is produced using excess 

heat to enhance hydrogen production in an electrolyzer, whereas, in the second pathway, the excess 

heat is used to drive the CO2 capture and compression processes. To obtain a comprehensive 

comparison, cost and emissions are compared with electrolysis technology based on a life-cycle 

assessment.  
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HYDROGEN PRODUCTION 

Figure 1 illustrates the hydrogen production routes by NG reforming. In SMR, steam reacts with NG by 

an endothermic reaction to produce syngas at a H2:CO ratio of 3:1. POX, on the other hand, is an 

exothermic reaction where NG reacts with oxygen producing syngas at a H2:CO ratio of 2:1. ATR is 

essentially a combination of the two, where the exothermic POX generates the heat required in the 

endothermic SMR reaction.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: hydrogen production routes by NG reforming 

Grey Hydrogen Production 

For a proper comparison, the processes for the three main routes are designed to be standalone large-

scale hydrogen plants with a 500 TPD production capacity. Optimum operating conditions presented in 

the literature are considered for the units, and a summary of the assumptions used in this analysis are 

listed in Table 1.  

Table 1: Main design assumptions  

 SMR ATR POX 

NG Feed 50 bar, 50⁰C, 85% C1, 7% C2, 3% C3, 2% CO2, 3% C4+ 

Pre-reformer 500C, 25 bar, S/C: 2.7 500C, 25 bar, S/C:0.3 No pre-reformer 

Reformer  700C, 24 bar, S/C: 3 700C, 24 bar, O/C: 0.5, S/C: 1.5 1,187C, 24 bar, O/C: 0.7 

HT WGS 320⁰C, 6 bar 

LT WGS 190⁰C, 5.5 bar 

H2 Purification (PSA) Pressure swing adsorption: 22 bar, 90% recovery, 99.99% H2 Purity 

Air separation Unit No ASU Power demand: 0.35 kWh/Nm3 O2 

Hydrogen Product 500 TPD, 25⁰C, 20 bar (99.9% purity) 

All three processes are simulated in Aspen Plus to obtain the main results summarized in Table 2. Heat 

integration Pinch Analysis is performed to maximize heat recovery within the system, and a heat 

exchanger network is developed for all the processes. Excess heat is used to generate high-pressure 

steam at 90 bar for maximizing power generation in condensing turbines. For all three plants, the total 

process power demand was met using the power generated from the respective process, resulting in self-

sufficient processes in terms of heating and power requirements. A techno-economic analysis is 

conducted following the approach presented in Katebah et al. [5] to obtain hydrogen prices of $0.96, 

$1.17, and $1.19/kg H2 for SMR, ATR, and POX, respectively, at a NG price of $3.7/GJ.  
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Table 2: Main results for grey hydrogen production by SMR, ATR and POX  

  SMR ATR POX 

H2 Produced Kg H2/hr (TPD) 20,830 (500 TPD) 

NG Consumption kg CH4/ kg H2 3.16 3.21 3.34 

Excess heat after HI kWh/ kg H2 2.9 1.3 1.7 

Oxygen demand kg O2/ kg H2 - 3.2 3.4 

Specific CO2 Emissions  kg CO2/ kg H2 8.4 8.7 9 

CAPEX $/ kg H2 0.15 0.34 0.33 

OPEX $/ kg H2 0.81 0.83 0.86 

Hydrogen Production Cost $/ kg H2 0.96 1.17 1.19 

Results show that for a fixed production capacity, SMR has lowest emissions and cost due to the lower 

fuel demands and CAPEX as it has no air separation unit and less compression demands. It is also 

noteworthy to indicate that despite SMR being an endothermic reaction, it is associated with the largest 

amounts of excess heat, also as a result of the lower power requirements.   

Blue Hydrogen Production  

In the first pathway, the hydrogen plants are integrated with an electrolyzer as a means of reducing 

specific CO2 emissions by producing additional hydrogen. A hydrogen production price of $0.99/kg H2 

is calculated based on the study by Katebah et al. [5], thereby reducing the emissions from 8.4 to 8.3 

kg CO2/kg H2. The limited hydrogen production and specific emissions are due to high electricity 

demands in the electrolyzer [5]. Since SMR is associated with the highest amounts of excess heat, 

emissions reduction in ATR and POX will be even lower. Therefore, this pathway will not be considered 

for subsequent analysis.  

 

In the second pathway, the plants are integrated with CCS units. CCS is a highly energy-intensive 

process entailing several units: CO2 capture and separation, followed by CO2 compression and 

subsequent transportation and injection, or utilization. In all three cases, the plants are integrated with 

two carbon capture units: a pre-combustion unit before the PSA, and post-combustion units to maximize 

CO2 removal. The capture plants are assumed to be amine-based (MDEA-Pz), with energy demands 

of 550 and 1,080 kWh/ tonne CO2, respectively [5]. The pre-combustion unit is integrated before the 

PSA since its feed is associated with a higher CO2 partial pressure, and upstream removal reduces the 

PSA capacity, which translates into a lower CAPEX. Energy systems are designed to meet the power 

and heat demands for the three processes such that excess heat utilization is maximized in the CCS, 

after which supplementary NG is employed for maximum CO2 capture. Excess heat utilization can 

reduce the emissions by 40%, 20%, and 45%, in the SMR, ATR, and POX plants, respectively. Including 

the additional CAPEX requirements by the CCS, and supplementary fuel demands, hydrogen price 

increased to $1.31, 1.52, and 1.5/kg H2 respectively, for the SMR, ATR and POX processes. These 

results show that SMR outperforms ATR and POX for blue H2 production.  

 

To obtain a more holistic comparison, life-cycle emissions are included to those produced within the 

boundary of the plant based on the global warming potential (GWP). Emissions considered include 

upstream emissions, transportation, plant commissioning/decommissioning, and operation. Based on 

the assumptions presented in Katebah et al. [5], total emissions range from 2 to 7.6 kg CO2e/kg H2, 1.6-

7.1 kg CO2e/kg H2, and 1.4-7 kg CO2e/kg H2 for SMR, ATR, and POX, respectively. Upstream emissions 

have the largest contribution to the overall emissions, dominated by the methane leak rate, which could 

be alleviated by proper control.  

 

When compared to the state-of-the-art electrolysis, and assuming an alkaline electrolyzer with an 

electricity requirement of 50 kWh/kg H2, electrolysis life-cycle emissions range from 8.5 to 41.1 kg CO2e/kg 

H2 for current electricity mixes [5]. The results are substantially higher than those associated with blue H2 

production by all three routes. Assuming an electricity price ranging from $0.08-0.14/kWh, H2 production 

costs by electrolysis range from around $4-8/kg H2, resulting in prices that are around 4-6 times higher 

than blue hydrogen production.  
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CONCLUSIONS 

In this study, a comparative techno-economic assessment is conducted on the three production routes for 

grey and blue hydrogen. Two pathways are investigated for reducing the CO2 emissions from hydrogen 

plants. The first pathway considers integrating the plants with an electrolyzer to reduce the specific 

emissions. In the second pathway, hydrogen plants are integrated with carbon capture and compression 

units. Results show that integration with CCS is more economically and environmentally advantageous. 

For both grey and blue hydrogen production, the analysis showed that SMR outperformed ATR and POX. 

Extending the analysis to include life-cycle emissions showed that methane leakage is the largest 

contributor to the overall emissions, necessitating further research to properly quantify upstream 

emissions. Compared to electrolysis, emissions for blue hydrogen for all the routes are lower as a result 

of current electricity mixes, and are achievable at significantly lower costs.  
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ABSTRACT 

This paper seeks to explore, investigate, and assess an innovative approach by implementing Monte 
Carlo Simulation applications for stakeholder management practices (MC-SMP) in Hydrogen 
Production projects (H2PPs) toward achieving sustainable development. The methodology/approach 
included a literature review, Stakeholder identification, Identification of stakeholder attributes and their 
importance level, and Validation and verification based on Monte-Carlo simulation analysis, “1000 
iterations were run” to provide reliable results with affordable computational cost, and A 90% confidence 
interval was defined. The findings showed that the (MC-SMP) allowed the determination of the degree 
of uncertainty in achieving the stakeholder performance indicators. The developed approach is more 
appropriate for dealing with Stakeholder Management in (H2PP), giving the project manager a clear 
vision and a statistical indicator and predictor of stakeholder performance. The Practical implications lie 
in that it is the first research to study the synergy of “Monte Carlo simulation application and stakeholder 
management practice” (MC-SMP) that supports a theory with real-world data. It makes this research a 
starting point for other researchers. The Originality and value of this study lie in that it has produced 
valuable insights into a novel approach to synergy between (MC-SMP) that can reinforce SM practices 
in (H2PPs). 
 
Keywords: Monte Carlo, stakeholder, management, hydrogen. 

1. Introduction 

The constant increase in global energy demand has led to an intensification of fossil fuel utilization that, 
today, still accounts for more than 80% of the overall primary energy consumption worldwide [1]. Such 
impediments necessitate a global shift from traditional energy sources to renewables. The global 
transition from traditional to renewable energy resources is a requirement for the global transition from 
fossil fuels to renewable energy resources [2]. In recent years, (H2PPs) and scale have shown a gradual 
upward trend, Where interest in hydrogen technologies to provide clean energy for the future has 
steadily grown. Besides, Hydrogen is experiencing unprecedented global hype. Moreover, Hydrogen 
can replace fossil fuels in the long term. Furthermore, Hydrogen production from renewable energies is 
a key part of the transition to realize a sustainable energy economy for developed and developing 
nations [3]. In this context, this study proposes an innovation that integrates (MC-SM) to address SM 
problems with substantial stability and reliability. Thus, employing an appropriate method to achieve 
reliable SM is challenging for decision-makers in the (H2PPs) process owing to its inherent complexity, 
sensitivity, and uncertainty. The use of (MC-SM) in (H2PPs) is a novel technique that can enhance the 
feasibility of projects. Project success hinges on how well the link between the project and its 
stakeholder environment is managed. Additionally, understanding how stakeholders affect a project 
helps managers modify and customize their SM techniques to fit various project scenarios. Furthermore, 
comprehending the various effects of stakeholders is crucial for managers as it aids in risk assessments 
and reaction planning [4]. 

2. Literature review 

A significant portion of this rising energy demand is accounted for using fossil fuels, which also pose 
challenges due to the depletion of resources and growth in greenhouse gas emissions [5].  These 
factors contribute to rising energy demand from significant population growth and economic 
development. Within CO2 emissions reduction, substituting fossil fuels with sustainably produced 
bioenergy can play an important role [6]. Several options for anthropogenic CO2 emissions reduction 
are being investigated, and hydrogen can replace fossil fuels in the long term [7]. Hydrogen is 
experiencing unprecedented global hype and is regarded as the urgently needed building block for the 
much-needed carbon-neutral energy transition to mitigate the effects of global warming [8], Where 
Global Hydrogen Production to over 85 million tons [9]. Moreover, hydrogen reinforces the contribution 
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of renewables towards mitigating climate change. [10]. Effective SM has been deemed necessary for 
the successful execution of (H2PPs). 

The term “stakeholder” was originally defined as: “Those groups without whose support the organization 
would cease to exist.”. Stakeholder theory was developed primarily to help managers understand their 
stakeholders and strategically manage them [11]. Previous research on stakeholders has offered a 
range of stakeholder definitions and conceptualizations, from expansive to restrictive perspectives[12]. 
The definition of a stakeholder offered by [11] is the most widely accepted and comprehensive. “Any 
group or individual who can affect or be affected by the achievement of the organization’s objectives” 
is considered a stakeholder. 

Stakeholder management SM is thus understood as an essential tool, decision-making support of the 
management team making attainable the project objectives. Poor SM may lead to negative effects with 
significant impact, some even irretrievable, and disruption to project delivery [13,14]. A fresh approach 
incorporating a global long-term perspective based on the latest trends will be necessary to enable a 
more efficacious project management of stakeholder interactions [15]. The Monte Carlo approach is a 
multi-iterative statistical technique [16]. The invention of this method has been credited to Stanislaw 
Ulam, a mathematician working on the US’ Manhattan Project during World War II [17].  

Although Monte Carlo simulation is documented as a valuable method for project management 
applications, it has not been mainly utilized by project managers in real-world concerns unless the 
organization’s project management processes need it, such as in cost and time management [18]. 
Application of Monte Carlo Simulation in SM problems is planned to serve as a decision support tool to 
assess project accomplishment.  

Using (MC-SM) for (H2PPs) is a novel approach that can improve the feasibility of projects. Even though 
the Monte Carlo method is widely applicable, a guide is still needed to facilitate the straightforward 
incorporation of this method into SM procedures in businesses [19]. Using the Monte Carlo method 
through the software environment allows companies to implement simulations that Businesses will gain 
a realistic understanding of how their project and investments will develop. As far as the researcher 
knows, studies have yet to examine the implementation of the Monte Carlo Simulation in SM practices 
as undertaken in this study.  

Gap in the Body of Knowledge 
It is noteworthy that despite the increasing benefits and utility of Monte Carlo simulation in terms of 

schedule and cost, no current information is available about its application to stakeholder 

management. Literature in the publication, however, clarifies that there is still a knowledge gap 

between applying Monte Carlo simulation as a valuable tool for stakeholder management and the 

principal driver of project management, which is stakeholder management. This emphasizes the 

necessity of finding a practical solution once more. 

3. Research methodology/approach 

This study uses the Monte Carlo method to adopt a novel SM approach in (H2PPs). This consideration 
is depended on @RISK software has been used to carry out the simulation. The approach included: a) 
literature review; b) Stakeholder identification; c- Stakeholder register preparation within Primavera risk 
analysis software; d) Identification of stakeholder attributes and their importance level; e- Build the 
stakeholder impacts plan; f) Define the simulation model; g) Running primavera risk analysis; h) 
Simulate multiple iterations, “1000 iterations were run” to provide reliable results with affordable 
computational cost, and A 90% confidence interval was defined [20] (Sensitivity Analysis, and Modeling 
& Simulation). 

4. Discussion 

The challenges in (H2PPs) are not just technical but also possibly in managing varying stakeholders. 
The large number of stakeholders in the life cycle of (H2PPs) makes SM control difficult. Our target is 
how the quantitative stakeholder engagement assessment process is performing and what are the 
benefits of applying this process for the project's success, where quantitative stakeholder engagement 
assessment is a numerical way to demonstrate the impact of stakeholder engagement on the project 
objectives and how these calculations provide a clear photo of the project stakeholder status. It also 
guides the project team to know where they have to focus on. 

The author quoted and adapted the standard risk matrix and applied it to stakeholders. Five zones are 
present in the Probability Impact Matrix: Red (dark), Red (light), Yellow, Green (dark) and Green (light). 
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The matrix is 5 x 5 with the impact ranging from very low to very high on the horizontal axis and 
probability (with the same range) on the vertical axis. Figures 1&2 shows the standard stakeholder 
matrix, which is used to determine the stakeholder zone for each identified stakeholder. 

 
Probability and Impact Stakeholder Matrix    

- To assign a combined probability-impact rating to each stakeholder identified for a project. 

- stakeholders are prioritized according to how they affect a project's objectives. 

- created during the Plan Risk Management process. 

- A probability and impact matrix that uses an ordinal scale identifies stakeholder priority based 
on descriptions of combined impact and probability, such as medium/low or high/medium. 

- A cardinal probability and impact matrix identifies stakeholder priority based on a numeric score. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 illustrates the project stakeholder matrix; it provides a simple way to show stakeholder 
importance as follows: 

a) Four stakeholders (Kahramaa, Ashghal, Ministry of Interior, and Doha Port) were in the dark red zone 
because of their high critical impact, which is a top priority, and close attention should be paid to them. 
Therefore, the project management team must focus on and develop strategies to avoid the risks of this 
group.   

b) Three stakeholders (MMUP, Ministry of Transport and Communication, and neighbouring residents) 
were in the yellow zone because of their moderate importance and impact, which must be controlled. 

c) Two stakeholders (Mowasalat and Qatar Rail) were in the green zone because of their low impact,  
which can be monitored, controlled, or ignored. 

Consequently, Risk management should thoroughly examine every facet of project management to 
provide an action plan or a stakeholder's risk mitigation plan for every controllable stakeholder event. 
Accordingly, best practices, organizational expertise, industry benchmarks, lessons gained, and 
experience are used to construct stakeholder risk mitigation plans. The stakeholder engagement 
scoring preparation process within Primavera risk analysis software illustrated in Figure 4. 

Stakeholder’s Sensitivity Analysis 

The Monte Carlo simulation technique was selected for sensitivity analysis and simulations. Tornado 
diagrams can convey their results to decision-makers succinctly and clearly, which is the fundamental 
pillar for effective SM decisions with the project's goal. This diagram consists of several horizontal bars. 
(variation amplitude). Thus, the stakeholder bar with the most significant project impact will be the 
largest one. Fig. 5 presents the Monte Carlo simulation results in terms of a normal distribution. The 
maximum stakeholder sensitivity analysis results show that the most effective stakeholders (Kahramaa, 
Ashghal, Ministry of Interior and Doha Port) significantly affect the project. The analysis results identify 
the high stakeholders influence assumptions and provide a variation reference for the decision-makers 

Figure 2: Leve of Risk based on Probability Impact Matrix Figure 1: Probability Impact Matrix 
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to define contingency allowance in the projects. So, Sensitivity analysis is essential to bridge the gap 
between decision-makers (who often do not directly work or develop the model) and analysts (who work 
directly on the model). The Tornado diagram show the prioritization of the project stakeholder risks 
before the mitigation actions applied as illustrated in Figure 5. 

 

 

 

 

 

 

 

The study's conclusions highlight how this study supports and guides managers in managing their 
interactions with stakeholders by offering new, insights into the project stakeholders and managerial 
responses to these effects. Besides, it is imperative that managers continually assess and manage 
stakeholders throughout a project because, depending on shifts in authority, urgency, and power, or 
because new stakeholder clusters may emerge, stakeholders' potential to influence the project may 

Figure 4: Stakeholder Engagement Scoring 

Figure 3: Stakeholder Engagement Register preparation process within Primavera risk analysis software. 

Figure 5: Tornado diagram (Pre-Mitigation) 
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alter. Additionally, managers need to be prepared to strike a balance between foreseeing stakeholder 
risks and building the ability to handle emergent and unanticipated stakeholder-related events in relation 
to novel SM techniques. However, to effectively use the different stakeholder analysis techniques, 
project managers need more hands-on training. 

5. Innovation, Value, and Contribution to Knowledge and Practice 

Practical implications – This is the first research to study the synergy of "Monte Carlo simulation 
application and SM practice" (MC-SM) that supports a theory with real-world data. It makes this 
research a starting point for other researchers and will provide profound contributions to theory and 
research besides industry practice. 

Contributions to research on stakeholder  

The study of the expected character of project stakeholders' effective engagement is a field of 
stakeholder research's shortcomings. Besides, the classification and characterization of various 
stakeholder influences quantitatively have yet to be previously presented in stakeholder research by 
implementing Monte Carlo Simulation applications, and it is, therefore, one of the contributions of this 
study. This paper provides a unique idea and a productive foundation for more reflections about (MC-
SM) synergy. This subject has yet to get significant academic attention. Which further advances the 
field of stakeholder research. Additionally, In terms of research on (H2PPs), this study offers insightful 
information about a preliminary understanding of the nature of the Monte Carlo simulation-based 
stakeholder effects in the project. Moreover, it can be declared that the author has provided a new 
formulation of the definition of stakeholder engagement that reads as follows: Stakeholder engagement 
is a specific event that can have a positive or negative impact on a project. 

6. Limitations of the research 

The limitations related to this research are briefly outlined: The research was carried out in the State of 
Qatar in a specific cultural context. Due to the dynamic nature of stakeholder management, the 
identified list of top significant stakeholders and their attributes may vary with changes in the country or 
project-specific conditions thus should be subject to continuous updates. However, the study is still 
reasonable and, fortunately, suitable to evaluate SM in H2Ps. 

7. Conclusion 

This paper has reported on applying the Monte Carlo simulation method to study the SM practice within 
the (H2PPs). Using (MC-SM) for (H2PPs) is a novel approach that can improve the feasibility of projects. 
Monte Carlo Simulation is a numerical way to demonstrate the impact of the project stakeholders on 
the project objectives and how these calculations provide a clear photo of the project status and also 
guide the project team to know where they have to focus. However, Like other tools, simulations need 
to be used with care since the simulation's validity depends on the data's reliability, the variables' 
appropriateness, and applicability. The outcomes of this research are meaningful and expected to help 
government departments and other stakeholders involved in (H2PPs) decision-making and direct other 
research endeavours in that field. Moreover, it enables practitioners to identify critical stakeholders and 
the attributes affecting their criticality, thus facilitating effective response planning and control. Thus, 
this improves the decision-making process's stability, reliability, and applicability and enriches the 
existing system. Utilizing a tornado diagram, the sensitivity analysis produced the following: 

- The most influential stakeholders are (Kahramaa, Ashghal, Qatar Rail, MOI, and Local Resident), 

in the dark red zone. They represent the top factors, which gives exceptional importance to the 

stakeholder that belong to these categories and requires attention and concentration of 

management on them significantly and try to avoid or transfer as well as share with other 

stakeholders or reduce the impact as much as possible. that can be controlled and reduced by 

improving the skills of the construction project team. 

- The moderate influential stakeholders are (MMUP, Ministry of Transport and Communication, and 

neighbouring residents) located in the yellow zone. 

- The low significant stakeholders are (Mowasalat and Qatar Rail) in the green zone. 

 

It is noteworthy that the Benefits of Monte Carlo Simulation applications for SM on (H2PPs) include: a) 
Proactive approach; b) More and better information about stakeholders is available during planning and 
decision-making and its impact on the project objectives; c) Give a clear vision about the most critical 
stakeholder in the project with 80% confidence; d) Minimize the effects of adverse stakeholders (Risks); 
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e) Maximize the effect of positive stakeholders (opportunity); and f) Mitigate the project delay and cost 
overrun.  The verbiage added by this paper indicates that further efforts are required to understand what 
end-users require while disseminating the message of the value of Monte Carlo Simulation applications 
for SM on (H2PPs) that may become in high demand in current and future times. This paper's 
conclusions can generate an innovative impetus to achieve (MC-SM) synergy on (H2PPs) to achieve 
holistic sustainability. Besides, the results show that (MC-SM) is an enabling applicable mechanism for 
SM in (H2PPs). 

In addition to what was mentioned, The necessity for stakeholders' sensitive project managers as 
opposed to those who concentrate on technical matters and the significance of understanding the role 
of stakeholders in the project. Often, there is no formal mechanism for managing stakeholders; instead, 
the project risk analysis process includes a cursory examination of stakeholders. Project managers 
should get ongoing training and education regarding managing stakeholder influences from the project's 
environment and internal and technical project issues. 

8. Recommendations 

The following recommendations are described: 

- Further studies should be investigated based on case studies in different countries for reinforcing 

the adoption and application of Monte Carlo simulation and SM practices in H2PPs to validate and 

further improve this developed approach.   

- Therefore, this research recommends that construction key stakeholders adopt dynamic and 

positive attitudes to (MC-SM). Moreover, they are advised to adopt efficient proactive (MC-SM) 

approaches in their projects to ensure project success. 

- Raise awareness among key stakeholders in the H2P industry around the advantages of (MC-SM) 

synergy to minimize the industry's opposition and resistance to change. 
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ABSTRACT 

The energy-intensive transportation sector faces significant challenges in achieving decarbonization 
goals. According to the System Gas Emissions Estimation platform, the subset of this sector, specifically 
buses powered by internal combustion engines utilizing diesel fuel in Brazil, accounted for emissions 
equivalent to 19.76 million tonnes CO2-eq. These are significant emissions for the country, considering that 
light vehicles are mostly powered by ethanol and ethanol gasoline blend. Therefore, this study aims to 
estimate and compare achievable emission reductions by implementing renewable hydrogen vehicles in 
the transport sector at the University of São Paulo. The methodological approach considers low-carbon 
hydrogen production using the ethanol steam reforming route, wherein energy and mass balances are 
carried out throughout the hydrogen chain. A baseline scenario for 2023 CO2-eq emissions considers 
transportation specifics; frequencies, distances, routines, and embedded technologies with their 
consumption coefficients. A comparative assessment between renewable hydrogen technologies and the 
established baseline scenario is performed. Results displayed that replacing the current fleet of 
conventional internal combustion engine buses with hydrogen-based options leads to a significant annual 
reduction of 2658 tonnes CO2-eq, approximately an 83% reduction as compared to the internal 
combustion-based operation. Furthermore, the total energy conversion efficiency, Well-to-Wheel, 
achieved 26.9 % and 11.8% for hydrogen and conventional vehicles, respectively, without air-conditioning 
system. Notably, CO2-eq emissions surged by at least 16% due to the presence of air-conditioning system 
for conventional vehicles. This can be a significant contribution to reducing the country´s GHG emissions 
and to achieve its NDC. 
 
Keywords: Low-Carbon Hydrogen, Ethanol Steam Reforming, Fuel Cell, Transport, Well-to-Wheel. 
 

INTRODUCTION 

Nowadays, low-carbon intensity solutions for energy transition in the transportation sector worldwide 

are in progress to alleviate the growing energy crisis, such as battery electric vehicles (BEVs) and 

hydrogen-based (H2) technologies, just to mention a few. The solution involving BEVs, besides 

necessitating a renewable electricity source, might require complex energy planning to mitigate direct 

impacts on the power grid [1,2,3,4] and sustainable actions for battery disposal and mining. For 

instance, there are temporal mismatches between renewable energy generation and electrical 

consumption [5]. On the other hand, the H2 route also presents challenges, such as sourcing renewable 

energy for its production [6,7], for instance, the demand for electric power in the water electrolysis 

process [8,9].  

Therefore, this study aims to estimate and compare achievable emission reductions by implementing 

renewable hydrogen vehicles in the urban transport sector at the University of São Paulo (USP), which 

involves producing H2 via ethanol steam reforming (ESR). The pilot plant analyzed here will be the 

world's first ethanol-to-hydrogen energy conversion plant. The undergoing project is developed by the 

Research Centre for Greenhouse Gas Innovation (RCGI/USP), in partnership with Hytron, Shell Brasil, 

Raízen, Company of Urban Transportation of São Paulo (EMTU), and the National Service of Industrial 

Learning (SENAI). As part of this project, a pilot hydrogen refuelling station is under construction and 

will be launched by 2024.  

https://context.reverso.net/traducao/ingles-portugues/S%C3%A3o+Paulo+%28EMTU
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Fig. 1. Schematic representation of the hydrogen-based vehicle. The blue rectangle comprises the vehicle’s 
auxiliary systems, including the air compressor, steering pump, heat transfer cooling pump, radiator cooling fans, 
and air conditioning system. The green rectangle shows the powertrain of the hydrogen-powered vehicle, involving 
H2 storage tanks, a fuel cell stack, an electric converter, and batteries. 

 

MATERIAL AND METHODS 

Hydrogen-powered vehicles 

Conventional internal combustion engine (ICE) buses share similarities with hydrogen-powered 

vehicles, as depicted in Fig. 1. These heavy vehicles for passenger transport primarily consist of two 

subsystems: the powertrain and auxiliary systems. It is worthwhile mentioning that while various 

components, such as the steering pump, require energy from embedded technology, particular focus 

was given to analyzing the influence of the air-conditioning system along with the powertrain type. To 

effectively compare both technologies, CO2-eq greenhouse gas emissions (GHG) consider 

transportation specifics: frequencies, distances, routines, and embedded technologies with their 

consumption coefficients. Table 1 summarizes the technical specifications of both technologies. 
 
Table 1. Summary of the technical specifications for ICE and Hydrogen-powered vehicles 

Component: Quant. Weight, kg 
Total  

weight, kg 

Total weight of hydrogen-powered vehicle 1 14000 14000 a 

HYDROGEN-POWERED VEHICLE    

Fuel cell model HD6Velocity 130 kW 1 450 450 a 

Lithium batteries model UEV-18XP – 60 kWh 46 15 685 b 

AC 165 kW Electric traction motor 1 500 500 c 

CFW11 T Traction frequency inverter 1 75 75 c 

Hydrogen storage tanks 4 175 700 a 

Hydrogen weight 1 30 30 a 

 
 Total, kg 2440 

INTERNAL COMBUSTION ENGINE (ICE)    

4-stroke ICE model OM906-LA 188 kW (wet) 188 kW at 2200 rpm, 6 
in-line cylinders with 7.2 l displacement, comp. ratio of 17.3:1 d 

1 613 613 e 

Diesel oil storage tank with 300 l of fuel 1 281 281 

Transmission model ZF-EcoLife-6AP-1000B-(wet) Gear ratio: 
1st→3.36 (7.79 with torque converter); 2nd→1.91; 3rd→1.42; 4th→1.0; 
5th →0.72; 6th→0.62 d 

1 421 421 f 

 
 Total, kg 281 

Total weight of diesel vehicle   1315 

Difference, kg   8.0% 
a Supplied by EMTU; b Technical data sheet of Lithium Battery [10]; c Technical data sheet of WEG [11]; d Technical data sheet 
of Mercedes-Benz, BO9916728 [12]; e Technical data sheet of Mercedes-Benz, 1044-004 [13]; f Frota and Cia Guide [14]; 
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Methodological approach 

The methodological approach considers low-carbon hydrogen production using the ethanol steam-
reforming route, wherein energy and mass balances are carried out throughout the hydrogen chain. 
Two models were carried out to compute the CO2-eq greenhouse gas emissions. The first one, a trivial 
model, only considers an average fuel consumption value along with the carbon intensity of each fuel 
type. The second one, a complex model, develops a detailed account based on a bus longitudinal 
dynamic model.  
 
In the bus longitudinal dynamic model, from the perspective of a mass-point vehicle, the tractive force 
(𝐹trac ) can be defined as a function of the set of forces (𝐹) as given in Eq. (1). It is evident that bus 
acceleration (𝑑𝑉bus /𝑑𝑡 ) is contingent upon both conservative and dissipative forces. Non-conservative 

forces, such as rolling resistance (𝐹roll ) and aerodynamic resistance (𝐹aero ), invariably act in opposition 

to the bus's direction of motion. Conversely, the road grade force (𝐹grade ) can fluctuate depending on 

the incline of the road, thereby influencing the power requirements of the vehicle's powertrain, and this 
force is commonly referred to as the tractive or traction force (𝐹trac ). 
 

𝑀bus 
𝑑𝑉bus 

𝑑𝑡
= 𝐹inertia = 𝐹trac − 𝐹roll − 𝐹aero − 𝐹grade   (1) 

 
The aerodynamic force, also known as drag force, acting over the frontal area (𝐴f) of a vehicle on 
motion, is determined by a function involving the square of the bus's velocity (𝑉bus), the air density (𝜌air), 
and the aerodynamic drag coefficient (𝐶d), Eq. (2). At 25°C and atmospheric pressure (𝑃=94.0 kPa) in 

São Paulo, the air density is calculated as 𝜌air = 1.098 kg/m³. A specific drag coefficient of 𝐶d = 0.79 
has been defined for the bus [17]. It is noteworthy that the maximum permissible velocity for the bus 
within the campus is restricted to 50.0 km/h (13.88 m/s). 
 

𝐹aero =
1

2
𝜌air𝐴f𝐶d𝑉bus

2    (2) 

 
The rolling resistance force is expressed by Eq. (3). The coefficient of rolling resistance ( 𝑐roll ) is 
influenced by several parameters, including vehicle speed, tire pressure, and road surface conditions, 
as noted by [18]. In this equation, 𝑔 represents the acceleration due to gravity, and the Cos(𝛼) function 

accounts the non-horizontal road effects. Serrao [19] suggest that 𝑐roll can be treated as a constant 
value, typically falling within the range of 0.01 to 0.02, which might correspond to approximately 1% to 
2% of the vehicle’s weight. 
 

𝐹roll = 𝑐roll𝑀bus 𝑔Cos(𝛼)   (3) 
 
The road grade force is linked to the component of weight in the longitudinal direction and given by Eq. 
(4). This value is positive when the inclined plane refers to an uphill direction. Consequently, steeper 
inclines demand greater traction power, with the maximum value occurring when the angle reaches 
unit, i.e., 𝛼 = 90°.  However, it’s important to note that such a step angle is not practically achievable. 
Conversely, on a horizontal plate, the grade force is null because the force acts orthogonal to the plane. 
Therefore, the tractive force can be defined by Eq (5). 
 

𝐹grade = 𝑀bus 𝑔Sin(𝛼)   (4) 
 

𝐹trac = 𝑀bus 𝑎𝑏𝑢𝑠 + 𝑐roll𝑀bus 𝑔Cos(𝛼) +
1

2
𝜌air𝐴f𝐶d𝑉bus

2 +𝑀bus 𝑔Sin(𝛼)  (5) 

 

As depicted in Fig. (2), carbon emission intensity was analyzed not only concerning the vehicle driving 

cycle on a specific route, but also encompassing the entire energy conversion process of each 

embedded vehicle. For ICEVs, energy from fossil fuel is supplied to the engine until it reaches the 

wheels. Similarly, the electric vehicle powertrain is powered by using ethanol-derived hydrogen fuel 

cells. A robust thermodynamic model was defined to calculate the mechanical energy required to manage 

the thermal load of a standard bus under operating conditions in São Paulo, Brazil.  
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Fig. 2. Schematic representation of the powertrain for both embedded technologies: conventional internal 
combustion engines versus hydrogen-based vehicles. P1 and P2 stand for the mechanical power demanded by the 
wheel and the differential gear mechanism, respectively, to overcome the tractive force. This value was estimated 
by using the bus longitudinal model. ICEVs equipped with automatic transmission have a torque converter (P3 to 
P4), known for being highly inefficient at low-speed ratios.  

 

RESULTS AND DISCUSSION 

Despite ethanol is widely used in the light-duty transportation sector, its application for heavy-duty 

transportation sector will be made possible by ethanol steam reforming, presenting itself as a low-

carbon alternative to diesel oil. Fossil fuels naturally exhibit a higher carbon intensity compared to 

biofuels. According to RenovaCalcRM [15], while diesel oil has an average carbon intensity of 86.5 gCO2-

eq/MJ, ethanol stands at 25 gCO2-eq/MJ [16], even though some biorefineries have a better sustainable 

performance with 15 gCO2-eq/MJ. This metric involves the entire life-cycle assessment; production, 

distribution, and the combustion process within the respective engines, Well-to-Wheel (WtW). 

Consequently, the low-carbon hydrogen derived from ethanol route offers advantages as compared 

with conventional fossil routes. It means that the H2 reaches a carbon intensity of approximately 30 

gCO2-eq/MJ when the thermal efficiency of the ethanol steam reforming is equivalent to 70%. 

 

Technologically, it is well known that the efficiency of fuel cells is higher than that of ICEs, and industrial 

prototypes have demonstrated fuel cell efficiencies equivalent to 60%. Thus, hydrogen-powered 

vehicles benefit not only from higher thermal efficiency, but also from the energy management provided 

by electric motors; for instance, energy consumption can be reduced to zero during stops, when the air-

conditioning is inactive, or when the vehicle is descending a hill. In addition, electric motors efficiently 

deliver the necessary mechanical power to the wheel, and power peaks can be handled by using the 

energy stored in the batteries (60 kWh). Furthermore, ICEs are coupled with inefficient components in 

transient driving cycles, such as the torque converter and transmission system. In addition, ICEs are 

projected to provide the maximum instantaneous power demand for a given route, leading to engine 

oversizing, i.e., while the hydrogen-powered bus was installed with a 130 kW fuel cell stack, the ICE 

bus was coupled with a 188 kW.  

 

All previous comments are reflected in Fig. (3). The total energy conversion efficiency, WtW, for 

hydrogen and conventional vehicles was 26.9% and 11.8%, respectively, without air-conditioning 

system. Results showed that replacing the current fleet of conventional internal combustion engine 

buses with hydrogen-based options leads to a significant annual reduction of 2658 tonnes CO2-eq, 

approximately an 83% reduction as compared to the internal combustion-based operation. Notably, 

CO2-eq emissions increased by at least 16% due to the presence of air-conditioning systems. 
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Fig. 3. Sankey diagrams illustrating energy flows for fossil fuel and hydrogen-powered vehicles. Percentages are 
based on the lower heating value of each fuel. The results pertain to a specific route at the University of São Paulo, 
considering 33 stop points with a 30-second stop cycle. Note that although batteries might be recharged using a 
regenerative braking system, this contribution has not been considered here. 

 

CONCLUSIONS 

Results displayed that replacing the current fleet of conventional internal combustion engine buses with 

hydrogen-based options leads to a significant annual reduction of 2658 tonnes CO2-eq, approximately 

an 83% reduction as compared to the internal combustion-based operation. Furthermore, the total 

energy conversion efficiency, WtW, achieved 26.9% and 11.7% for hydrogen and conventional 

vehicles, respectively, without air-conditioning system. Notably, CO2-eq greenhouse gas emissions 

surged by at least 16% due to the presence of air-conditioning systems for conventional vehicles. 
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NOMENCLATURE 

A Area, m2 
𝑎  Acceleration, m/s2 

𝑐 Mass, kg 
𝐶d Aerodynamic drag coefficient, - 

𝑐roll Rolling resistance coefficient, - 

𝐹  Force, N 
𝑔  Acceleration of gravity, m/s2 

𝑀 Mass, kg 

𝑀 Mass, kg 

𝑃 Pressure, kPa 
P Power, kW 
𝑡 Time, s 

𝑉 Velocity, m/s 
Greek Letters 

𝛼  Plane tilt angle, ° 

 Density, kg/m3 
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Subscripts 

a Air 
aero Aerodynamic 
bus Bus/Vehicle 
f Frontal 
grade Grade 
inertia Inertial 
roll Rolling 
trac Tractive 
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ABSTRACT 

This research investigates the transient performance of two concentrated solar-based systems, namely 
E-1 and E-2, under various Middle Eastern climate conditions, both systems are capable of 
simultaneous production of Hydrogen and power along with other useful services such as fresh water, 
heating, and cooling. E-1 utilizes a solar power tower configuration with Thermal Energy Storage (TES) 
to provide heat to a Brayton power cycle. The exhaust gases of the turbine act as the heat source for a 
three-step V-Cl thermochemical cycle and a Rankine cycle which in turn powers a water production 
unit. Additionally, a portion of the generated power is allocated to an Alkaline electrolyzer unit for 
additional Hydrogen production. The generated Hydrogen is compressed to 700 bar in a 3-step 
Hydrogen compression process, facilitating storage and transportation. E-2 configuration combines 
Parabolic Trough Collector (PTC) with TES to supply heat to a Rankine and a V-Cl thermochemical 
cycle, while the other components remain similar to E-1. These setups showcase multigeneration 
adaptability with different solar concentrating technologies. The main objective of this study is to 
introduce and compare the performance of the two CSP-based systems, providing insights to help 
establish and enhance Hydrogen production and integration into the emerging Middle Eastern 
Hydrogen economy. Transient simulation and modeling are conducted using a coupling of TRNSYS 
and EES software. Key parameters affecting the system's performance such as solar irradiation and 
plant area, are identified and investigated. the results demonstrate that Hydrogen production is 
significantly influenced by seasonal climate changes furthermore, the study presents the produced 
Hydrogen and power for different cities, highlighting the superior CSP system for each city considering 
the available area. 
 
Keywords: Hydrogen production, concentrated solar energy, thermochemical water splitting cycle, 
transient simulation. 
 

INTRODUCTION 

There has been a surge in global energy demand with the growth in population, improvements in living 

standards and industrialization of human society. Currently, fossil fuels partake 80% of primary global 

energy supply which translates to catastrophic environmental problems such as greenhouse gas 

emissions and air pollution. To prevent these unsavoury consequences international arrangements 

have been made to vigorously increase the share of renewable energies in the primary energy supply 

and it is estimated that this share will reach to 63% by 2050 [1]–[3]. Hydrogen is seen as the ideal 

alternative energy carrier of the future from the perspective of many researchers due to having 

numerous desirable properties such as higher energy density, environmental factors, and its ability of 

efficient conversion to electricity and vice versa. Among various forms of renewable energies, 

Concentrated Solar energy possesses a unique place, because it Provides high-quality thermal energy. 

This energy can directly be used in processes like steam methane reforming (SMR) and 

thermochemical water splitting cycles (TWSCs) to produce hydrogen and other valuable chemicals. 

Alternatively, it can be used to generate clean electricity which can later power electrolysis-based 

technologies for clean hydrogen production. Due to these favorable qualities, the global installed 

capacity of concentrated solar power (CSP) technology has increased dramatically and approached 7 

GW by the end of 2020, a fivefold increase since 2010 [4]–[6]. Many Middle Eastern countries such as 

Qatar, Iran, Turkey, and Pakistan are blessed with locations with mostly sunny days and direct normal 

irradiance (DNI) ranging between 1900-2400 kWh/m2. These resources makes them Ideal candidates 

for CSP based technologies for clean generation of Power and hydrogen. Many studies have 

highlighted the potential of Middle Eastern countries for utilizing CSP technologies. Sadeghi et al. [7] 

proposed a stand-alone solar power tower (SPT) system for a city in Iran (Isfahan), capable of producing 

1530 kg/h of hydrogen, while Burulday et al. [8] designed a hybrid solar and biomass power plant for 
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Turkey (Manisa) which produces 7912.5 ton/year of hydrogen and 39.89 MW electricity. Most of the 

research available in literature either conducts a steady-state analysis or considers a single type of CSP 

technology or a single location. However, this study presents a comparative assessment of two CSP-

based systems, E-1 and E-2, for five different cities in the Middle East using transient simulations. Both 

systems are capable of simultaneous production of hydrogen and power and are integrated with 

Vanadium-Chlorine (V-Cl) TWSC. 

SYSTEM DESCRIPTION AND MODELING 

The two CSP-based systems are schematized in Fig. 1. Fig. 1(a) displays the E-2 energy system, which 

consists of three subsystems: the solar subsystem, the power block, and the hydrogen block. The solar 

subsystem includes the parabolic trough collectors (PTC) with Concrete thermal storage acting as 

thermal energy storage (TES) and a heat transfer fluid (HTF) pump to circulate the HTF. Therminol VP-

1 is selected as the HTF for this configuration. The HTF enters the PTC with a temperature of 297 °C 

and is heated to 390 °C. The power block considered for this system is a steam Rankine cycle with 

reheat similar to Solar Electric Generating Station VI [9]. After absorbing heat from TES at state 6, a 

portion of HTF enters the auxiliary heater to both satisfy the necessary temperature of 525 °C required 

to run a V-Cl cycle and provide enough heat for the power block on the days that the solar field can not 

produce enough heat. After leaving the auxiliary heater, HTF splits into two streams; stream 11 goes to 

the V-Cl unit for Hydrogen production, while stream 9 merges with stream 10 to provide the Rankine 

cycle heat. 20% of the HTF at state 12 is sent to the reheater (state 17), while the rest is utilized in the 

superheater, steam generator, and preheater of the Rankine cycle. The pump takes in saturated water 

leaving the condenser at state 29 and increases its pressure to 100 bar; water then is heated to 

approximately 370 °C before entering the high-pressure turbine at state 24; after passing through the 

turbine water is then reheated in the reheater, to 370 °C and enters the low-pressure turbine at state 

27, water then enters the condenser at state 28 completing the cycle. The Hydrogen block consists of 

a three-step V-Cl cycle, an alkaline electrolyzer unit that, utilizes a portion of generated electricity to 

produce Hydrogen, and a 3-step compression unit (not displayed in the figure). Fig. 1(b) displays the 

E-1 energy system, which consists of three similar subsystems: solar, power, and hydrogen. The solar 

subsystem utilizes a heliostat field with an air receiver solar tower, rock bed thermal storage, and an air 

compressor. The power block is a Brayton cycle with a bottoming Rankine cycle; after leaving the TES 

at state 4, air enters a combustion chamber to provide the temperature required for the turbine. Exhaust 

gases at state 6 act as the heat source for the V-Cl cycle and a Rankine cycle identical to the one 

described for the E-2 system. The Hydrogen block is the same as the E-2 system. 5 cities (Doha, Shiraz, 

Zahedan, Nawabshah, Quetta) in the Middle East are chosen for this assessment based on factors 

such as DNI, land slope, and wind speed. The best fit for each city is highlighted, considering the total 

aperture area of 50,000 m2 to 150,000 m2. Solar thermal electric components (STEC) library [10] in 

TRNSYS software has been used for the modeling of solar and power subsystems, while the three-step 

V-Cl cycle proposed by Amendola [11] has been coded in EES and linked to TRNSYS to conduct the 

Transient simulation and analysis. 

RESULT AND DISCUSSION 

Figure 2 demonstrates the annual result of the TRNSYS simulation for the E-2 system for Shiraz for a 

total PTC aperture area of 200,000 m2. It is evident from the figure that the performance of the solar 

field and, henceforth, the whole system is significantly influenced by seasonal changes. In the seasons 

with lower DNI, the system can not satisfy the designed HTF flow rate of 400 kg/s, so the power block 

is forced to operate under off-design conditions; this indicates the need for an auxiliary heating system 

in the colder season, while in the seasons with sufficient DNI the system can operate with no need of 

back up heaters. This trend is seen for both E-1 and E-2 systems in all locations investigated; locations 

with higher DNI require less powerful backup heating systems. Table 1 presents the annual power 

production of the E-1 system while only producing power. To ensure the smooth function of the system, 

additional heat is added to the system via a combustion chamber (values mentioned in Table 1 in 

parentheses). With the increase of aperture area, annual power production increases while the amount 

of additional heat decreases for all cities; also, cities with higher DNI, such as Shiraz and Quetta, require 

less additional heat and produce more power with the same amount of aperture area. 
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Figure 2 Outlet Temperature and the HTF flow rate of the PTC field for Shiraz during a year 

Table 1 Annual Power production of E-1 system 

 

City  Shiraz Zahedan Doha Quetta Nawabshah 
Aperture area m2 Annual Power Production (Additional Heat) GWh 

50000 73.26 (105) 72.39(116.48) 72.22(127.317) 72.91(116.23) 71.83(119.84) 

100000 92.12(94.4) 83.55(103.6) 76.687(114.2) 85.20 (104) 78.196(103) 

150000 112.9(90.58) 98.164(98.86) 85(108.3) 99.9 (99.38) 90.4(97.02) 
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Figure 1. Schematic diagram of the two integrated systems 
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Table 2 Annual Power production of E-2 system with no additional heat 

 

The simulation results of the E-2 system for five different cities have been displayed in Table 2. These 

results are based on the annual power production of the cities while producing power only, and with no 

additional heat. It is observed that the annual power production of the cities increases by 10-33 times 

when the aperture area is increased from 50,000 m2 to 150,000 m2. Cities with lower DNI such as 

Doha and Nawabshah, benefit the most from the increase in aperture area. However, cities with higher 

DNI like Shiraz, Zahedan, and Quetta do not experience as much growth in power production, but they 

still produce the most power. The hydrogen subsystem consists of the V-Cl cycle, and the electrolyzer 

unit is capable of producing hydrogen. 20% of the exhaust gases of the E-1 system (state 8, figure 1. 

b) goes into the V-Cl cycle, while 10% of the electricity produced is allocated to the electrolyzer unit. E-

2 system follows a similar procedure. E-1 system is capable of producing 100 – 186 tons of hydrogen 

per year, with Shiraz having the highest production among the five cities. E-2 system is capable of 

producing 14 – 38 tons of hydrogen per year, with Shiraz being the highest. The E-1 system can produce 

more hydrogen than the E-2 system since it utilizes a much higher auxiliary heat. To choose the best 

system for each city, two main factors should be considered: the amount of additional heat and total 

aperture area. The E-1 system is better suited for cities with lower DNI such as Nawabshah and Doha 

when the aperture area is lower than 100,00 m2. This is because the PTC-based system cannot produce 

enough power and needs much additional heat. On the other hand, the E-2 system is better suited for 

cities with higher DNI such as Shiraz, Zahedan, and Quetta. These cities can produce enough power 

to be feasible with no additional heat for most of the year, which leads to lower environmental pollution. 

Conclusion 

In this study, the transient performance of two CSP-based systems integrated with a V-Cl cycle was 

investigated for five Middle Eastern cities. The best fit for each city was determined based on factors 

such as aperture area and additional heat requirement. Shiraz was found to be the best city for both 

systems due to its superior DNI. 

References 

[1] I. Dincer and C. Acar, “Potential Energy Solutions for Better Sustainability,” Exergetic, 

Energetic and Environmental Dimensions, pp. 3–37, Jan. 2018, doi: 10.1016/B978-0-12-

813734-5.00001-9. 

[2] “Key World Energy Statistics 2021 – Analysis - IEA.” Accessed: Nov. 28, 2023. [Online]. 

Available: https://www.iea.org/reports/key-world-energy-statistics-2021 

[3] D. Gielen, F. Boshell, D. Saygin, M. D. Bazilian, N. Wagner, and R. Gorini, “The role of 

renewable energy in the global energy transformation,” Energy Strategy Reviews, vol. 24, pp. 

38–50, Apr. 2019, doi: 10.1016/J.ESR.2019.01.006. 

[4] S. Zhang, K. Li, P. Zhu, M. Dai, and G. Liu, “An efficient hydrogen production process using 

solar thermo-electrochemical water-splitting cycle and its techno-economic analyses and multi-

objective optimization,” Energy Convers Manag, vol. 266, p. 115859, Aug. 2022, doi: 

10.1016/J.ENCONMAN.2022.115859. 

[5] “Solar energy.” Accessed: Nov. 29, 2023. [Online]. Available: https://www.irena.org/Energy-

Transition/Technology/Solar-energy 

[6] F. Safari and I. Dincer, “A review and comparative evaluation of thermochemical water splitting 

cycles for hydrogen production,” Energy Convers Manag, vol. 205, p. 112182, Feb. 2020, doi: 

10.1016/J.ENCONMAN.2019.112182. 

City  Shiraz Zahedan Doha Quetta Nawabshah 
Aperture area m2 Annual Power Production GWh 

50000 3.94 2.26 0.46 2.64 0.38 

100000 21.22 12.53 4.36 13.3 4.83 

150000 40.2 24.47 10.42 25.51 12.61 



 
 

39 

  
 

 

[7] S. Sadeghi and S. Ghandehariun, “A standalone solar thermochemical water splitting 

hydrogen plant with high-temperature molten salt: Thermodynamic and economic analyses 

and multi-objective optimization,” Energy, vol. 240, p. 122723, Feb. 2022, doi: 

10.1016/J.ENERGY.2021.122723. 

[8] M. E. Burulday, M. S. Mert, and N. Javani, “Thermodynamic analysis of a parabolic trough 

solar power plant integrated with a biomass-based hydrogen production system,” Int J 

Hydrogen Energy, vol. 47, no. 45, pp. 19481–19501, May 2022, doi: 

10.1016/J.IJHYDENE.2022.02.163. 

  

  



 
 

40 

  
 

 

ICH2P14-OP010 

A NOVEL COST-EFFECTIVE APPROACH FOR PRODUCTION OF 
HYDROGENASE ENZYMES AND MOLECULAR HYDROGEN FROM WHEY-

BASED BY-PRODUCTS 
 

1,2*Anna Poladyan, 1,2Meri Iskandaryan, 1,2Ofelya Karapetyan, 3Ela Minasyan, 2Anait Vassilian,  
1,2Karen Trchounian, 4Garabed Anatranikian 

  

1Department of Biochemistry, Microbiology and Biotechnology, Faculty of Biology, Yerevan State University, 1 A. 
Manoogian str., 0025 Yerevan, Armenia 

2Scientific-Research Institute of Biology, Yerevan State University, 1 A. Manoogian str., 0025 Yerevan, Armenia 
3Institute of Pharmacy, Yerevan State University, 1 A. Manoogian str., 0025, Yerevan, Armenia 

4Hamburg University of Technology, Institute of Technical Biocatalysis, CBBS, Schwarzenberg-Campus 4, 21073 
Hamburg, Germany 

*Corresponding author e-mail: apoladyan@ysu.am 

ABSTRACT 

Heterotrophic Escherichia coli and chemolithoautotroph Ralstonia eutropha have significant implications 
in biotechnology. R. eutropha H16 is a pivotal model organism in the generation of O2-tolerant [NiFe]-
hydrogenases (Hyds), crucial biocatalyst for biological fuel cells (BFCs). E. coli is known for its ability to 
produce molecular hydrogen (H2) through sugars and glycerol mixed acid fermentation. In this study, side 
streams from the dairy industry, a mixture of curd and cheese whey (CW), were explored for the two-
phase growth of R. eutropha H16 and E. coli BW25113. Diverse parameters, including cell mass (OD), 
pH, oxidation-reduction potential (ORP) kinetics, H2 production, and H2-oxidizing Hyd activity, were 
examined. For R. eutropha H16, growth was observed in 4-fold diluted whey (15 g/L) under 
microaerophilic conditions over 7 days, both with and without glycerol supplementation. The maximum 
growth was achieved within 5 days across all samples. Notably, the most remarkable growth and Hyd 
activity enhancement were observed in the whey mixture supplemented with glycerol. The maximal H2-
oxidizing Hyd activity was measured on the 2nd day of R. eutropha H16 cultivation, reaching its maximum 
(~0.433 ± 0.05 U/min/mg CDW) in glycerol-added CW. The increase in Hyd activity correlated with a 
decline in pH and ORP. Interestingly, R. eutropha H16 could not utilize lactose, which is abundant in whey. 
High-performance liquid chromatography (HPLC) confirmed lactose presence in CW post R. eutropha 
growth. Consequently, wild-type E. coli BW25113 was introduced following R. eutropha cell removal. E. 
coli reached maximum growth after 72 hours, with the highest H2 yields (~5.2 mmol/L/g dry whey) attained 
within 48 hours across all samples. This study's outcomes offer insights into the economically viable 
production of bacterial biomass, H2, and Hyd enzymes using dairy industry by-products, opening new 
avenues for biotechnological advancement. 
 
Keywords: Biohydrogen, hydrogenases, dairy industry side-streams. 
 

INTRODUCTION 

Approximately 70% of whole milk undergoes processing to create various dairy products, with 
the primary by-product of this process being liquid whey. The main part of whey is obtained from the 
production of cheese, and the rest from the production of casein. Diary whey is divided into two main 
categories: sweet whey (SW) and acid whey (AW). Sweet whey is produced during the production of 
rennet-type cheeses, while acid whey is a by-product of the production of some acidic dairy products 
such as curd [1].  

Dairy wastewater is distinguished by its substantial organic content, typically exhibiting elevated 
levels of chemical oxygen demand (COD) and biological oxygen demand (BOD), ranging from 1 to 10 
g/L and 0.3 to 5.9 g/L, respectively [2]. Whey is a mixture of globular proteins and casein, so it has 
excellent nutritional properties. Casein is a phosphoprotein and may be used as a source of 
carbohydrates, amino acids, calcium and phosphorous [1]. Due to the composition diary whey 
represents as a rich nutrient medium for different bacteria growth and cultivation, despite of this dairy 
whey is currently being discharged directly into aqueous systems, causing inadvertent harm to aquatic 
life forms and, consequently, negatively impacting the overall environment [3]. Handling this solid waste 
residue is a huge challenge and can cost up to 60% of total treatment cost in the processing unit [3, 4]. 

Our prior research has concentrated on identifying the optimal growth conditions for Ralstonia 
eutropha and Escherichia coli using two distinct dilutions of dairy waste, as described in Poladyan et al. 
(2023) [5]. However, the primary objective of our study is to develop and optimize a strategy for the 
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scalability, feasibility, and economic viability of the utilization of dairy wastes to obtain bacterial biomass 
with catalytically active enzymes for oxidation and reduction of H2. The best candidate enzymes for 
hydrogen metabolism are hydrogenases (Hyds) presented in bacteria such as R. eutropha and E. coli. 
R. eutropha and E. coli are bacteria possessing significant biotechnological potential due to their O2-
tolerant Hyds. They hold promise for advancing future H2-based biotechnology, facilitating the 
production of a wide range of commercially, environmentally, and medically valuable compounds. 

R. eutropha is a chemolitoautotrophic β-proteobacterium with the remarkable capability to express four 
different O2-tolerant [NiFe] Hyds:  a membrane-bound Hyd (MBH), cytoplasmic soluble Hyd (SH), a 
regulatory Hyd (RH) and an actinobacterial type Hyd (AH) [6, 7]. The MBH plays a key role in H2 uptake-
driven respiration using O2 as the terminal electron acceptor. In contrast, the SH is a bidirectional Hyd 
that directly reduces NAD+ to NADH using H2, thus generates reducing equivalents. RH controls Hyd 
gene transcription according to the availability of H2. AH it falls into the category of high affinity Hyds 
and displays notable tolerance to O2 [6]. These Hyds can be presented as promising candidates as 
anodic biocatalysts in Enzymatic biofuel cells (EFC) or microbial fuel cells (MFC) and may lead to 
efficient electricity production. Additionally, biologically derived H2 is an attractive source of electrons 
for electricity generation in EFCs.  

Hydrogen is the most prevalent element in the universe, yet it doesn't naturally occur in a pure 
form on our planet. Abundant, cost-effective, and environmentally friendly, hydrogen has long been 
hailed as the fuel of tomorrow. However, in recent times, the emergence of 'green hydrogen': hydrogen 
produced without relying on fossil fuels, has emerged as a promising clean energy source, capable of 
propelling us toward a net-zero emissions future. 

Molecular hydrogen (H2) can be produced via Hyds during mixed-acid fermentation by E. 
coli. Among H2-producing bacteria, E. coli is the best-characterized bacterium, having established 
metabolic pathways and, importantly, there are many strains to manipulate genetically [8]. The E. coli 
also has four different Hyds, but only two of them are an O2-tolerant: Hyd1 and Hyd3. The Hyds of E. 
coli are performed not only H2 formation, but also H2 oxidation depend of experimental conditions [8]. 

In this context, it was important to find the optimal conditions when using dairy waste materials 
will be possible to obtain biomass with active Hyds as a H2 synthesizing agents in case of E. coli and 
biocatalysts in case of R. eutropha. New approach is implemented in the current study: R. eutropha H16 
could not utilize lactose, which is abundant in whey, consequently, E. coli BW25113 was introduced 
following R. eutropha cell removal and H2 production was examined. 

 

MATERIALS AND METHODS 

Growth media and cultivation conditions of bacteria 

R. eutropha H16 is pre-cultivated heterotrophically in Fructose-Nitrogen (FN) minimal mineral 
medium. The basic FN medium comprised 100 ml of 10 x H16 buffer, 850 ml of water, and the sterilized 
solutions listed below: 10 mL NH4Cl (20 % w/v), 1 mL MgSO4 x 7H2O (20% w/v), 1 mL CaCl2 x 2H2O 
(1% w/v), 1 mL FeCl3 x 6H2O (0.5% w/v), and 10 mL fructose (40% w/v). The 10 x H16 buffer contained 
90 g Na2HPO4 x 12 H2O and 15 g KH2PO4 ad 1000 ml H2O (final pH of 7.0). The bacteria were 
aerobically pre-cultivated on a shaker at 130 rpm and 30 °C [9]. 

E. coli BW25113 inocula were cultivated under fermentative conditions at pH 7.5 and 37°C in a 
peptone medium, which consisted of 20 g/L peptone, 2 g/L K2HPO4, and 5 g/L NaCl [8]. 

We conducted a study on bacterial growth parameters using different combinations of dairy 
waste materials, specifically cheese (SW) and curd whey (AW), in combination with 0.4% glycerol. The 
dairy waste materials had undergone hydrolysis, filtration, dilution fourfold with distilled water and 
sterilization. pH adjustment was achieved using a concentrated solution of sodium bicarbonate [5].   

The bacterial cultivation process was carried out in two phases. In the first phase, 3% of R. 
eutropha pre-culture was inoculated into a dairy waste medium under microaerophilic conditions 
(conditions in 1000 mL baffled flasks containing 800 mL of solutions) for a period of 7 days. In the 
second phase, after the isolation of R. eutropha from the medium, it was co-inoculated with a wild-type 
and recombinant mutant strain of E. coli for duration of 5 days. This approach was chosen as R. 
eutropha does not utilize several carbon sources, such as sugars, present in both AW and SW. 
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Determination of bacterial growth characteristics  

Bacterial growth was assessed by measuring the optical density (OD) at 600nm using a 
spectrophotometer (Spectro UV-VIS Auto, LaboMed, Los Angeles, CA, USA). 

The pH of the medium was determined with a pH electrode on an HJ1131B pH meter (Hanna 
Instruments, Portugal). Adjustments to the medium's pH were made by adding 0.1 M NaOH or 0.1 N 
HCl solutions, depending on the initial pH of the medium.Bacterial culture medium oxidation reduction 
potential (ORP) and H2 production of bacterial culture cells was determined by using a couple of glass 
oxidation-reduction platinum (Pt) (EPB-1, Measuring Instruments Enterprise, Gomel, Belarus, or 
PT42BNC, Hanna Instruments, Portugal) and titanium-silicate (Ti-Si) (EO-02, Measuring Instruments 
Enterprise, Gomel, Belarus) electrodes. The Pt electrode is sensitive to O2 and H2 levels in the medium, 
whereas the Ti-Si electrode remains unaffected by the presence of O2 or H2 and provides an overall 
ORP measurement.  

This property allows H2 detection in the growth medium, particularly under anaerobic conditions 
[10]. Before conducting the analysis, both electrode readings were calibrated using a control solution, 
consisting of a combination of 0.049 M potassium ferricyanide (K3[Fe(CN)6]) and 0.05 M potassium 
ferrocyanide (K4[Fe(CN)6]*3H2O) at a pH 6.86. The readings of both electrodes in the solution at 25oC 
were found to be +245±10 mV.  

The H2-oxidizing activity of Hyds will be quantified in anaerobic cuvettes by monitoring H2-
dependent methylene blue reduction at 570 nm and 30 °C with a Cary 50 UV–vis spectrophotometer 
[11]. Pre-purified waste and end products of metabolism were analyzed on an Agilent 1260 Bio-inst 
HPLC equipped with columns for the determination of organic acids and sugars (Germany). 

Data processing was carried out using the determination of Student's reliability criteria using 
Microsoft Excel 2016. The difference was valid when P<0.05. Various analytical grade reagents 
produced by Carl Roth GmbH (Germany), Sigma Aldrich (USA) were used. 
 

RESULTS AND DISCUSSION 

R. eutropha H16 was cultured using sweet whey (SW, 15 g/L) and acid whey (AW, 12.5 g/L) 

with or without glycerol supplementation (0.4%). Additionally, a combination of 7.5 g/L SW and 6.5 g/L 

AW was used with and without glycerol. Bacterial growth parameters and H2-oxidizing Hyd activity were 

investigated under micro-aerobic conditions over a 7-day period. The obtained results were compared 

to a glucose-fructose-nitrogen (GFN) medium, identified as the optimal condition among all studied 

heterotrophic conditions for maximal Hyds production [9]. 

Unlike the GFN medium, the logarithmic growth phase of R. eutropha resulted in an observed 

increase in pH from 7.0 to 7.2-8.0. The maximum growth of R. eutropha was observed after the 5th day 

when utilizing a mixture of SW and AW, reaching an OD600 of approximately 3.8 ± 0.02. Notably, there 

was no significant difference recorded between the SW and AW mixture and the mixture containing 

glycerol. In contrast to the gradual growth of bacteria in a GFN medium, a steady increase in growth 

was detected, with the maximal OD600 recorded on the 7th day (approximately 3.9 ± 0.02) (Fig. 1).  

 

 

Fig.1. Biomass formation (OD600) of R. eutropha on the mixture of 7.5 g/L SW and 6.5 g/L AW with and without 
glycerol and GFN. Bacteria were grown micro-anaerobically, at 30oC, 7 days (n=5, p<0.05).  
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The decrease in pH was correlated with a reduction in ORP, with the most significant change 

recorded on the 2nd day of bacterial growth, dropping from +330 ± 10 mV to 79 ± 10 mV. This decline 

in ORP is also linked to Hyd activity. Higher H2-oxidizing Hyd activity was observed from the 2nd day 

of R. eutropha cultivation in both the mixture with or without glycerol, in comparison to the GFN medium 

where Hyd activity started on the 1st day (24 hours). The maximum Hyd activity, approximately 0.433 

± 0.05 U/min/mg CDW, was detected in the CW and glycerol-containing sample on the 2nd day (48 

hours). Moreover, the glycerol-containing sample exhibited twice the activity compared to the glycerol-

free mixture. This heightened activity persisted until the 6th day of bacterial growth, and this 

phenomenon is attributed to the presence of glycerol, which facilitates the expression of the Hyds genes 

and sustains the notably slow growth of R. eutropha H16 [11]. Nevertheless, the impact of glycerol was 

more pronounced in the GFN medium, where the hydrogen-oxidizing activity of Hyds was consistently 

observed throughout the 7 days of the experiment with minor variations (Fig. 2). 

 

 

Fig.2. Hydrogen-oxidizing Hyd activity of R. eutropha on the mixture of 7.5 g/L SW and 6.5 g/L AW with and without 

glycerol and GFN. Activity was expressed in U/min/mg (7 days, n=5, p<0.05).  

After culturing R. eutropha H16 for 72 hours and 120 hours, the cells were harvested, and the 

supernatant was reused for the cultivation of E. coli cells. The collected whey was subjected to HPLC 

analysis to determine its sugar composition both before and after microbial cultivation. Relying on the 

data concerning Hyd enzyme's involvement in H2 production and aiming to direct the metabolism of E. 

coli towards H2 production upon whey utilization, the next step of our experiments was to investigate the 

growth and H2 production E. coli BW25113 and mutant (hyaB hybC hycAfdoG ldhA frdC aceE). The 

bacteria were cultured overnight in a peptone medium with glucose, after which 3% of the bacterial pre-

cultures were inoculated into growth media initially containing whey mixture of 7.5 g/L SW and 6.5 g/L 

AW with and without glycerol at a pH of 7.5. E. coli wild-type parental strain (PS) and mutant strain 

growth, ORP and pH kinatics, and H2 production was investigated during 144 h on AW and SW alone 

and mixed with glycerol.  

With the biomass formation pH and ORP (readings of Pt electrode) decline was shown (Figs. 

3, 4). After growth more acidic pH was stated in the samples without glycerol supplementation. The 

results align with literature data, indicating that less acid is produced during the fermentation of glycerol 

(citation).  
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Fig.3.  Growth of E. coli BW25113 (PS) and mutant strain (M) on sweet whey (SW, 15 g/L) and acid whey (AW, 

12.5 g/L) with and without glycerol (G) supplementations or mixture of 7.5 g/L SW and 6.5 g/L AW with and without 

Glycerol. Bacteria were grown anaerobically, 37oC, (n=5, p<0.05). 

Maximal (OD600 0.6) growth was achieved at 72 h of growth upon AW and SW mixture with 

glycerol supplementation. Maximal H2 production was stated in all samples reaching up to the highest 

H2 yields (~5.2 mmol/L/g dry whey) attained within 48 hours across all samples.  

 

Fig.4. ORP kinetics (Pt electrode) of of E. coli BW25113 (PS) and mutant strain (M) on sweet whey (SW, 15 g/L) 

and acid whey (AW, 12.5 g/L) with and without glycerol (G) supplementations.  

However, H2 production and biomass formation was stimulated in mutant strain: reading of Pt 

electrode reached up to -660 ± 10 mV (~6 mmol/L/g dry whey). The H2 stimulation might be because of 

redirecting glucose metabolism to formate via deleting different genes (hyaB the large subunit of Hyd-

1 and hybC the large subunit of Hyd-2) responsible for H2 uptake or oxidation, formate transport, 

inactivating lactate, and acetate synthesis, etc. (Maeda et al., 2007; Bekbayev et al., 2022). The 

responsible Hyd enzymes for H2 production during utilization of whey were revealed in E. coli, 

consequently, the application of genetic modification tools enhanced H2 production.  

CONCLUSIONS 

The results have the potential for further application and scaling up of H2 and Hyd enzyme production 

technology. They present a new opportunity for utilizing cost-effective industrial by-products in microbial 

cultivation, offering not only affordable energy generation but also a solution to the ecological challenge 

of waste disposal. 
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ABSTRACT  

Ammonia is considered to be a promising hydrogen carrier as it comprises of 17.8 wt% of hydrogen and 
enables its transfer over long distances at lower costs. In efforts of optimizing the process of back-cracking 
ammonia to hydrogen, this study focuses on reactor optimization and analysis of energy sources required 
for blue ammonia cracking plants. 

Aspen Plus was used to simulate an industrial scale ammonia cracking plant, consisting of a multi-tubular 
packed bed reactor loaded with a Co-Ba/CeO2 catalyst to crack the ammonia to hydrogen and nitrogen 
using in-house developed kinetics. A sensitivity analysis was conducted to investigate the effects of 
changing reactor temperatures, reactor dimensions and number of tubes on the conversion of ammonia 
to aid in the optimization of the reactor dimensions and operating conditions. For example, with 30 tubes, 
a 72% decrease in the reactor length was observed as the temperature increased from 550 °C to 600 °C 
at 30 bars.  

An overall plant energy efficiency of 76% had been estimated. In efforts of further optimizing the overall 
process, different case studies were investigated for providing the required energy for ammonia cracking 
which is an endothermic reaction. For scenarios providing the heat requirement using ammonia, 
hydrogen, or a mixture of hydrogen and ammonia (40 %mol H2 and 60 %mol NH3) as the fuel, efficiencies 
of 63%, 58% and 59% respectively were estimated. An in-depth analysis has also been conducted to 
include the NOx emissions for each case.  

Keywords: Ammonia cracking, Blue Hydrogen, Kinetic modelling, Process optimization 

INTRODUCTION 

In efforts of shifting towards more sustainable and environmentally friendly sources of energy, the world 
is racing towards developing hydrogen production technologies that would be economically and 
environmentally friendly. Nevertheless, long-distance transportation of hydrogen remains a challenge [1]. 
In parallel, efforts are being devoted into optimizing and upscaling the process of ammonia decomposition 
to hydrogen, as it is one of the most promising hydrogen carriers, given ammonia’s high hydrogen and 
zero-carbon content, which presents it as a viable solution for the transportation of hydrogen to remote 
locations [2]. Yet, the combustion of fossil fuels to facilitate the ammonia decomposition using an 
industrial-fired furnace emits greenhouse gases [3]. In a previous work done by Morlanes et al., [4] 
experimental and process simulation results proved that a CoCe catalyst (80/20) promoted with 0.5% 
Barium deemed to have a performance only 11% lower than that of a 3%Ru10%K catalyst on CaO, but 
is a much cheaper alternative. Lezcano et al. [5] utilized a microkinetic approach to further elucidate the 
role of the Barium promoter in a CoCe catalysts. As of now, only a few studies have been published in 
regards to optimizing a commercial scale ammonia cracking process. Chen et al. [6] conducted an 
optimization study for conversion of ammonia decomposition in a membrane reactor by varying the 
operating conditions [6]. In a previous study by Devkota et al. [7], the reactor optimization for such a 
process has been looked into with an objective of increasing the process efficiency and lowering the 
greenhouse gas emissions. They proposed that dividing a single catalytic bed into multi-bed with 
intermediate heating using 9% of the ammonia feed and the unreacted ammonia and waste hydrogen 
yields an optimal case scenario. The current study focuses on optimizing the reactor configuration and 
dimensions to reach the optimal conversion, and into increasing the efficiency and decreasing the 
environmental impact using a part of the ammonia feed and the produced hydrogen for firing in the 
burners. 

MODEL DESCRIPTION 

Aspen Plus V.12 has been used to develop a process model for cracking fresh ammonia feed. A stream 
of ammonia with 0.5 wt% of moisture is first dried, heated up to the feed temperature and cracked to 
hydrogen, using a catalytic reactor. Water wash is used to separate the residual ammonia and the 
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hydrogen is purified from impurities using a PSA, producing hydrogen of a purity up to 99.99%. Fig. 1 
shows a simplified schematic of the overall process model.  
 

 
Figure 1. Schematic of the ammonia cracking process 

A Temkin-Pyzhev type of kinetic rate expression described in Realpe et al. [8] based on a cobalt based 
catalyst, has been utilized, as presented in the following equations:  
 

∆𝐺𝑟𝑥𝑛
° = 95517 − 193.67𝑇 − 0.035293𝑇2 + (9.22 × 10−6𝑇3)                                                              (1) 

 

(−𝑟
𝑁𝐻3

) = 𝑘0𝑝𝑁𝐻3
𝑎 𝑝

𝐻2

𝑏 × (1 −
1

𝐾𝑒𝑞
×

𝑝𝐻2
3 𝑝𝑁2

𝑝𝑁𝐻3
2 )                                                                                            (2) 

 

A standard multi-tubular reactor averages between 20 to 400 tubes, with a length between 6 to 12 meters 
[9]. In this work, the effect of temperature on the conversion profile along the reactor was studied, with 
temperatures ranging from 500 – 600 °C. Moreover, the effect of number of tubes within the reactor at 
each temperature on the conversion of ammonia was also studied with an objective to minimize the 
number and length of required tubes for a targeted conversion of ammonia.  For all cases studied, a 
reactor tube diameter of 101.6 mm was considered. Furthermore, given that the ammonia cracking 
reaction is significantly endothermic, efforts were devoted to process optimization to maximize the energy 
efficiency and minimize NOx emissions. For this, three main cases were looked into: 

• Case (a): burning a fraction of ammonia from the inlet stream. 

• Case (b): burning a fraction of the produced hydrogen 

• Case (c): utilizing a mixture of the fed ammonia and the produced hydrogen 

 
The scenarios studied in this paper are summarized in table 1. Energy efficiency for the process was 
estimated using the process efficiency equation, as shown in Eqn. (3).  
 

𝐸𝑛𝑒𝑟𝑔𝑦 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
�̇�𝐻2,𝑝𝑟𝑜𝑑𝑢𝑐𝑡 ∗𝐿𝐻𝑉

(�̇�𝑁𝐻3,𝑖𝑛𝑝𝑢𝑡 ∗𝐿𝐻𝑉)+𝑃𝑖𝑛
                                                                                                 (3)       

         
The efficiency calculation considers all equipment in the described process. For scenario (c), a sensitivity 
study was conducted for various compositions of hydrogen and ammonia in the fuel mixture to the furnace 
for the efficiencies and NOx emissions. In the furnace combustion reactions, the default option of having 
either NO or NO2 only and not both simultaneously as a side product, had been considered. For the 
combustion process, a case with air was compared against burning with pure oxygen. In the efficiency 
calculations, the energy requirement for generating the pure oxygen from air using a PSA was considered, 

with an energy requirement of 51.3 kWh per ton of pure oxygen produced [10]. The term 𝑃𝑖𝑛 includes the 

energy required for the compressors, separators, columns and PSA to separate hydrogen from impurities. 
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Table 1. Summary of the case scenarios studied in this paper. 

Reactor Optimization 

Scenario Case Varied variables Fixed 
variables 

Objective 
functions 

Reactor 
Optimization 

Optimizing the 
number of 
tubes of the 
reactor 
required 

- Number of tubes: 30 – 100 

tubes 

- Temperature: 500 – 600 °C 

- Pressure: 

30 bars 

- Feed 

flowrate of 

ammonia 

Maximizing 
ammonia 
conversion and 
minimizing 
number and 
length of tubes 
required. 

Optimizing the 
length of the 
tubes required 

- Length of tubes: 0.1 – 11 

meters 

- Temperature: 500 – 600 °C 

Process Optimization 

Case Sub-case Burner feed Dependent variables 
 

A A.1 - NH3 from inlet 

feed 

- Air 

Maximizing process efficiency and minimizing 
NOx emitted/H2 produced (gNOx/gH2) 

 
 A.2 - NH3 from inlet 

feed 

- Oxygen 

B B.1 - Produced H2 

- Air 

B.2 - Produced H2 

- Oxygen 

C C.1 - NH3 + H2 

- Air 

C.2 - NH3 + H2 

- Oxygen 

 

 

RESULTS AND DISCUSSION 

Reactor optimization:  

For this study, the reactor length was varied from 3 to 11 meters, and operating at 3 temperatures of 
500, 550 and 600 °C. As shown in Fig. 2, at 550 °C, a higher number of tubes results to a higher 
conversion at the initial lengths of the reactor itself, leading to a shorter length of the reactor. As an 
example, with 50 reactor tubes, about 95.7% ammonia conversion is obtained with 5.3 meters of the 
reactor length. With 30 tubes, the same conversion requires 7.6 meters of reactor tube length. 

 

Figure 2. Conversion of ammonia at different lengths of the reactor for varying number of tubes at 550 oC and 30 
bars. 
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Given the endothermic nature of the reaction, the reaction conversion is enhanced at higher 
temperatures. Another analysis was conducted with only 30 tubes of the reactor, at a constant 
temperature of 600 °C. As shown in Fig. 3, within only 3 meters of the reactor, 97.3% of ammonia is 
converted into hydrogen. This showcases the ability to optimize the overall process of ammonia 
cracking by mainly optimizing the reactor itself into what would be sufficient to obtain the targeted 
conversion. 

 

Figure 3. Ammonia conversion profile at 600 oC and 30 bars with 30 tubes of the reactor. 

Process optimization: 

As described earlier, three cases are considered for process optimization that include utilizing the 

ammonia from the feed in the burner, hydrogen from the produced outlet, and a mixture of both to 

produce the energy required for the ammonia cracking process. For all cases, the efficiency, NOx 

emissions, and quantity of hydrogen produced were analysed.  The process was maintained at 600 °C 

and 30 bars, for all the studied scenarios. For the case of using a part of pure ammonia from the inlet 

feed as the combustion fuel, an efficiency of 63% was achieved. For a case of using pure hydrogen 

from the product stream as fuel, an efficiency of 58% was achieved. Lastly, while using a mixed stream 

of various proportions of ammonia and hydrogen as combustion fuel, efficiencies up to 71% were 

obtained.  

A parametric study was done for various combinations of combustion fuel as defined by case (c). 

Scenarios were also included for burning this fuel mixture with air or pure oxygen. As shown in Fig. 4, 

the efficiency is higher when pure oxygen is used as a feed compared to the cases of using air, which 

can be attributed to the energy utilized to heat up the inert nitrogen present in the air. The plot in Fig. 4 

demonstrates the efficiency with varied amounts of hydrogen in the fuel mix to the burner. For all 

different compositions of the fuel mixture, increasing hydrogen fraction in fuel mixture increases the 

efficiency of the overall process.  

 

Figure 4. Overall process efficiency for different compositions of hydrogen and ammonia in fuel at 600 oC and 30 
bars. 
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An analysis was conducted for the overall yield of hydrogen based on the total ammonia fed to the 
process, which also includes the ammonia used for combustion fuel. As shown in Fig. 5, overall 
hydrogen yield increases for pure oxygen versus air for the fuel combustion. This yield also increases 
with increase in the fraction of hydrogen in the fuel mixture. 

 

Figure 5. Effect of H2 mol% on the ratio of hydrogen produced to ammonia fed at 600 oC and 30 bars. 

 

An analysis of the amount of NOx emissions in the flue gas per amount of hydrogen produced from the 
process is depicted in Fig. 6. Lower NOx emissions were observed while using pure oxygen in the 
burners, compared to cases using air for fuel combustion. For instance, for the case of pure oxygen at 
8 mol% of Hydrogen and balance ammonia, the ratio of NO2:H2 is 0.16 gNOx/gH2. However, with air, 
and 10 mol% of hydrogen, this ratio increases to 0.37 gNOx/gH2, which corresponds to more than a 
100% increase.   

 

Figure 6. Ratio of NOx emitted to H2 produced at varying compositions of H2 mol% at 600 oC and 30 bars.  

 

 

CONCLUSIONS 

This paper focused on the reactor optimization and process optimization of the ammonia cracking process 
to hydrogen. Reactor optimization deals with sensitivity studies with the number and length of tubes of the 
reactor to achieve a targeted conversion of ammonia. As an example, at 600oC, 30 tubes of 4-meter length 
yielded a 97.3% conversion of ammonia. This configuration was fixed for the overall process optimization.  
For the process optimization using this optimized reactor configuration, three main cases were studied, 
using pure ammonia or pure hydrogen, or a mixture in various proportions of ammonia and hydrogen. 
Among the scenarios studied, a fuel mixture comprising 90 mol% H2 and 10 mol% NH3 with pure oxygen 
demonstrated a comparatively high efficiency of 70%, a higher overall hydrogen yield and a lower NOx 
emission per unit mass of hydrogen produced.  
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NOMENCLATURE  

∆𝐺𝑟𝑥𝑛
°  Gibbs free energy, kJ/mol 

T Temperature, K 
k0 Pre-exponential factor, mol/g.s.bar 
pi Partial pressure of component i, bar 
Keq Equilibrium constant 

�̇�𝑖   mass flowrate of component i, kg/sec 

𝐿𝐻𝑉𝑖 Lower heating value of component i, MJ/kg 

𝑃𝑖𝑛 Total power requirement, MJ/sec 
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ABSTRACT  

Hydrogen (H2) is receiving growing interest as a clean energy carrier as the world’s energy system 
transitions towards net zero. The International Energy Agency estimates that current global H2 
consumption will increase by > 200% to reach over 200 MMt annually by 2030. This increase will be 
accompanied by a significant rise in the demand for low-carbon H2 from 10% in 2020 to 70% by 2030, 
and around half of this low-carbon H2 will be derived from fossil fuels [1].  

Today, H2 is primarily produced from hydrocarbons using the steam methane reforming (SMR) process. 
This well-established method converts methane-rich gas into syngas, which is further treated with steam 
to increase H2 yield via the water-gas-shift (WGS) process. However, this conventional route results in 
high carbon intensity of 10 tons CO2 / ton of H2. Therefore, there is a growing need for sustainable H2 
production technologies that utilize existing fossil energy sources and infrastructure while minimizing 
carbon emissions and costs.  

This paper gives an overview of the work conducted by Saudi Aramco’s Research and Development 
Center to develop membrane reactor (MR) technology as a promising method for sustainable H2 
production from hydrocarbons. A H2-selective palladium-alloy (Pd-Au) membrane is integrated within 
the catalyst bed, creating a system where H2 production and separation occur simultaneously in a single 
unit. This integration offers several advantages over the conventional system. Process intensification 
allows overcoming thermodynamic equilibrium conversion limitations while producing high purity 
(>99%) H2 at milder operating temperatures of ~ 550 ℃ compared to 850 ℃ in conventional packed 
bed reactors. Downstream processes such as WGS reactors and pressure swing adsorption are 
eliminated, resulting in reduced capital and operating costs. Moreover, the by-product stream is 
pressurized at 25-40 bar and contains CO2 at concentrations above 60%, enabling CO2 capture at 
reduced costs by as much as $15 per ton. 

Keywords: Hydrogen production, steam methane reforming, palladium alloy membrane, membrane 

reactor.  

INTRODUCTION 

The world faces the challenge of finding sustainable and affordable energy sources to meet the ever-
growing energy demand while achieving net zero goals. Hydrogen (H2) is one of the potential solutions 
to this challenge and is envisioned to play an essential role in the future's energy mix. H2 can be derived 
from various renewable and non-renewable sources such as water and fossil fuels, respectively, 
through different processes. However, due to its commercial maturity and higher efficiency, steam 
methane reforming (SMR) is recognized as the predominant industrial process for H2 production [2]. In 
the SMR process, methane (CH4) and steam are reacted under harsh conditions (800-1000 ℃ and 14-
20 bar) in packed bed catalytic reactors to produce H2 and CO as shown in Eq. 1:  

𝐶𝐻4 + 𝐻2𝑂 ⇄ 3𝐻2 + 𝐶𝑂                                                                                                    ∆𝐻298𝐾 = 206 kJ mol_1 𝐸𝑞. 1 

This is followed by two stages of water-gas shift (WGS) processes to enhance H2 yield by converting 
CO to CO2 as per the following reaction:  

𝐶𝑂 + 𝐻2𝑂 ⇄ 𝐻2 + 𝐶𝑂2                                                                                                    ∆𝐻298𝐾 = −41 kJ mol_1 𝐸𝑞. 2 

Typically, processes such as pressure swing adsorption (PSA) and methanation are used downstream 
of the WGS reactors to separate and purify H2 from carbon oxides [3].  
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Although this route is industrially mature, research is still ongoing in various aspects of the process to 
minimize the CO2 emissions associated with H2 production (10 tons of CO2 per ton of H2), to truly 
harness the potential benefits of H2 as a sustainable energy carrier.  

The reforming reactor configuration is one of the research areas where many efforts have been realized 
to achieve more sustainable production alternatives. In particular, the development of palladium (Pd)-
based membrane reactors (MR) has gained significant attention in recent years. The MR consists of a 
fixed-bed catalytic reactor housing an integrated Pd perm-selective membrane to facilitate H2 
separation as it is being produced. In such reactors, the three main steps of the conventional SMR 
process, namely reforming, WGS, and H2 separation are performed in a single unit. This results in 
process optimization in terms of the amount and size of equipment needed and associated capital 
expenditure. By removing H2 in-situ, greater CH4 conversions beyond the thermodynamic equilibrium 
can be achieved at milder conditions such as lower temperatures and less steam content [4, 5, 6]. 
Moreover, because the separation is driven by pressure, the CO2 stream produced by the reactor is 
concentrated and at high pressure, allowing for carbon capture at reduced costs given that several 
stages of CO2 purification and compression would be avoided [7, 5].  

Several studies demonstrated both experimentally and numerically the achievable benefits from using 
MRs over conventional reactors (CR). Lin et al. [8] demonstrated the equilibrium shift in CH4 
conversions when integrating a 20 μm thick supported Pd membrane in the reactor. They showed that 
CH4 conversions above 80% were realizable at 500℃ and 9 bar in the Pd-based MR, whereas a 

temperature of 850℃ was needed to achieve the same conversion levels in a CR. Sheu et al. [3] 
conducted a numerical evaluation of the performance of a Pd-Ru MR for SMR in terms of CH4 
conversion and H2 recovery at different operating parameters; 96.5% conversion and near complete H2 
recovery was obtained at 550℃ and 3.5 bar. Castro-Dominguez et al [9] evaluated the performance of 
a Pd-Au MR packed with two layers of SMR and WGS catalysts in series. They demonstrated that the 
dual catalyst MR configuration achieved 43% CH4 conversions at 475℃ and 5 bar while maintaining 
reduced CO content in the retentate as a result of the WGS catalyst addition. Barbieri et al. [10] 
presented a comprehensive analysis of a Pd-based MR used for SMR and discussed how the use of a 
MR improved the overall process performance. Moreover, Sweeney et al. [11] performed an economic 
analysis of an industrial scale SMR process with a Pd-based MR, and their results showed that using 
an optimized MR process offered reductions in natural gas consumption and overall annual costs even 
with the high capital costs usually associated with Pd membranes. In this work, the focus is placed on 
demonstrating the MR technology using different hydrocarbon feedstocks, namely CH4 and synthetic 
pre-reformed naphtha (PRN), and assessing the performance of a Pd based MR at industrially relevant 
operating conditions to further understand its behaviour and the realizable advantages. 

EXPERIMENTAL  

A composite Pd-Au membrane supported on a symmetric porous 

alumina ceramic tube (CoorsTek) was obtained from TNO for the 

experimental tests, as shown in Figure 1. The membrane 

specifications reported by the manufacturer are summarized in 

Table 1. 

Table 1. Membrane specifications. 

Parameter Value 

Effective length 15.1 cm 

Outer diameter 1.4 cm 

Thickness 5.67 μm (4.92 Pd μm + 0.75 μm Au) 

Composition 19.7 wt.% Au 

Active surface area 66.4 cm2 

 

The Pd-Au membrane was placed in a tubular stainless-steel module (2.4 cm internal diameter), as shown 

in Figure 2. The annular space was packed with 64 cm3 (75.11 g) of a mixture of commercial catalysts (-

12+20 mesh size); low-temperature SMR catalyst (R-88(R)-HEAT-X™) and high-temperature WGS 

catalyst (SK-501 Flex™) at a ratio of 3:1 by volume. Both catalysts were supplied by Topsøe.  

Figure 1. Pd-Au membrane (before testing). 

Figure 2. Membrane reactor module. 



 
 

54 

  
 

 

The module was installed inside a vertical split four-zone electric furnace of a testing unit (AP Miniplant). 

A multipoint thermocouple was positioned inside the membrane near its centreline and kept at the testing 

temperature by regulating the furnace parameters. The gases used to make the simulated feed mixtures 

were CO, H2, CH4, CO2, while N2 was used as a trace gas for the gas chromatography (GC) analysis. The 

gas flowrates were controlled via mass flow controllers. Water was vaporized into steam in an evaporator 

unit before it was mixed with the other gases, and the flowrate of water was controlled by means of a high-

pressure pump. The mixed stream was then heated to the set temperature in a pre-heater before it was 

fed to the catalyst bed of the MR. The permeate and retentate streams out of the reactor were passed 

through condensers to condense unreacted steam and remove any moisture. After that, with the aid of a 

backpressure regulator, a slip stream of the dry retentate or permeate was directed to an online GC 

(Agilent 7890A) for composition analysis, and GC readings were registered regularly every 15-20 minutes 

until reaching steady state. A sweep gas was not utilized in these tests. Alongside SMR testing, pure H2 

permeation tests were conducted periodically to monitor the performance and stability of the membrane. 

The permeation tests were conducted using 2500-3000 cm3 min-1 (STP) pure H2 feed at 550℃ and 3 bar, 

while keeping the permeate side of the membrane at atmospheric pressure. The feed compositions and 

test conditions are shown in Table 2.  

Table 2. SMR testing conditions for the membrane reactor. 

*A small amount of H2 was fed to prevent oxidation of the catalyst.  

** The synthetic PRN is based on the outlet composition of a pre-reformer reactor operated at 580°C 

and 15 bar.  

RESULTS AND DISCUSSION 

Methane Conversion  

The performance of the Pd-Au MR for SMR was evaluated under the above conditions by analysing the 

CH4 conversion, H2 purity and flux, and CO2 concentration in the retentate. CH4 conversion, 𝑋𝐶𝐻4, was 

calculated as: 

𝑋𝐶𝐻4 =

𝐹𝐶𝐻4 𝑖𝑛
− 𝐹

𝐶𝐻4𝑜𝑢𝑡

𝐹𝐶𝐻4 𝑖𝑛

𝐸𝑞. 3 

Where 𝐹𝐶𝐻4 𝑖𝑛
 and 𝐹𝐶𝐻4𝑜𝑢𝑡

 are the molar flowrates of CH4 in the feed and retentate, respectively. Figure 3 

shows the effect of the membrane on CH4 conversions for both types of feed compositions tested at 550℃ 
as a function of pressure, as well as the associated equilibrium conversions achievable in a CR calculated 

based on a simulation using AspenPlus.  

Test Feed 

Steam 
to 
carbon 
ratio 

Temperature 
(°C) 

Pressure 
(bar) 

GHSV 
(h-1) 

Feed Composition (mol%) 

CH4 H2O CO2 CO H2 N2 

Reforming 

Methane 
(MN) 

4 

550 

15 to 30 in 
5 bar 
increments 

976 18.4 73.4 - - 5.8* 2.4 

Pre-
reformed 
naphtha 
(PRN)** 

2.6 1600 13.5 60.5 9.0 0.7 14.9 1.5 

Permeation H2 NA 3 NA 0 0 0 0 100 0 



 
 

55 

  
 

 

The conversion enhancement is clearly seen in Figure 3. The 

conversions obtained in the MR exceeded the maximum 

conversions that can be attained in a CR at the same 

operating conditions, i.e. equilibrium conversions, for both 

feed types due to the continuous removal of H2 through the 

membrane, which shifts the reforming reaction towards more 

products as per Le Chatelier's principle. In the case of MN 

feed, conversions as high as 91% were obtained at 30 bar, 

more than 5 times the equilibrium conversion in a CR at the 

same pressure (15.7%). With PRN feed however, the 

conversions achieved are lower than those with MN feed, as 

the maximum conversion achieved was approximately 65%. 

This is expected given that PRN feed contains more H2 to 

begin with and the tests were run at a higher GHSV. 

Nonetheless, the enhancement in conversion is more 

prominent in the PRN case. For instance, at 15 bar, the 

conversion with the MN feed was 3.5× higher than the 

respective equilibrium conversion, while it was 25-fold greater 

for the PRN feed. Moreover, relatively high conversions were 

maintained between 52%-65% in the PRN case, whereas methanation of the synthetic PRN feed was 

expected to occur in a CR at pressures above 15 bar (indicated by the sub-zero conversions) as per the 

thermodynamic equilibrium calculations shown in Figure 3.  

Furthermore, in contrast with the thermodynamic equilibrium trend, the conversion in the MR increased 

with increasing the pressure. This was due to the fact that H2 permeation through the membrane is 

pressure-driven, hence resulting in greater H2 recoveries that further shift the reaction towards more CH4 

conversion, which more than compensates for the decrease in conversion at higher pressures due to 

thermodynamics. 

Hydrogen Purity  

Figure 4 shows the H2 purity achieved based on the molar 

composition of the permeate stream for each feed case at 

different pressures. The H2 purity remained at high levels 

throughout in both cases with purities as high as 99.2% 

achieved at 15 bar. However, purity levels fell to ~98.7% as 

pressure increased to 30 bar. This slight reduction is 

attributed to the pressure-promoted permeation of non-

selective species, such as CO2 and CH4 through small 

defects in the membrane layer [12]. So even though higher 

pressures are desirable for achieving greater H2 recoveries 

and CH4 conversions, the pressure needs to be optimized to 

ensure that the H2 purity is not compromised too much.  

Figure 3. CH4 conversion at 550℃ as a function of feed 
pressure. 

Figure 4. Purity of hydrogen produced in the MR at 550℃ as a 
function of reaction pressure. 
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Hydrogen Flux  

The H2 flux was measured periodically at 500-550℃ and 3 bar in between the reforming runs using pure 

H2 feed. The flux remained relatively stable between 0.15 and 0.165 mol m-2 s-1 over the course of daily 

MR tests for more than 400 hours on stream with no 

measurable loss of permeation as shown in Figure 5, 

indicating the high stability of the membrane under the 

conditions tested.  

CO2 concentration  

The concentrations of CO2 in the retentate stream as well 

as the equilibrium concentrations at the same operating 

conditions are depicted in Figure 6. It can be clearly seen 

that with MR technology, the by-product stream contains 

higher concentrations of CO2 than what would be 

achievable in a CR, as per the equilibrium calculations. The 

CO2 concentration increased with pressure in the MR, which 

is in alignment with the same trend followed by the CH4 

conversion in the MR (Figure 3), as expected. The highest 

concentrations of nearly 76% and 60% CO2 were reached 

at 30 bar for MN and PRN feeds, respectively, whereas only 

8% and 24% CO2 would be achieved in the CR at 

equilibrium. This would enable integration of carbon capture 

at lower associated cost and energy penalty as discussed 

previously. 

CONCLUSIONS 

The results of lab-scale testing of MR technology for SMR 

were presented and discussed. The tests were carried out 

using a Pd-Au composite membrane and a 3:1 mixture of 

SMR and WGS commercial catalysts in the MR. MN and 

PRN feeds were reformed at 550℃ and pressures ranging 

from 10 to 30 bar. The results showed that the MR exhibited 

excellent performance in terms of CH4 conversion and H2 

production and purity. Relatively high CH4 conversions of 

91% and 65% were achieved at 30 bars with MN and PRN 

feeds, respectively, with H2 purity exceeding 98.5% over the 

course of testing. Therefore, this showcases both the 

potential and flexibility of MR technology for sustainable H2 

production from different hydrocarbon feedstocks in 

comparison to the thermodynamically-limited conventional 

packed-bed catalytic reactor process setup. This lab-scale 

demonstration constitutes a part of the efforts carried out in Saudi Aramco’s Research and Development 

Center with the aim to ultimately deploy this technology at an industrial scale.   
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ABSTRACT 

As the world moves towards decarbonization, green hydrogen produced using solar energy for alkaline electrolysis 

offers immense potential as a clean and green fuel. An innovative approach for green hydrogen production is 

condensing water vapor from moist air using thermoelectric coolers (TECs). The present study presents numerical 

modelling of a novel TEC-based condensation system, designed specifically for water production in remote locations 

with limited water resources. The system could facilitate solar-powered water generation for subsequent alkaline 

electrolysis to produce hydrogen under challenging environmental conditions, such as deserts, remote and arid regions, 

or hot and humid environments. Computational modelling reveals that parameter like air humidity, temperature 

difference, and flow rate impact important outcomes such as water condensation rate, efficiency, and energy needs. 

Moreover, the study explores the right balance between efficiently condensing a large volume of vapors using solar-

powered TECs and minimizing electricity consumption to yield an optimal quantity of hydrogen through alkaline 

electrolysis. By optimizing carefully, the thermoelectric condensers seem to be a feasible alternative to move closer to 

cleaner fuel through a unique solar-powered process that turns humid air into hydrogen through efficient alkaline 

electrolysis, which is in line with global efforts to make the world more sustainable. The detailed and thoughtful modelling 

approach sets the groundwork for evaluating this new practical system designed for solar-powered water and hydrogen 

production using alkaline electrolysis in water-scarce regions. 

Keywords: Green Hydrogen, Alkaline Electrolysis, Thermoelectric Cooler, Numerical Modelling, Ambient Humidified 

Air.   

INTRODUCTION 

Producing potable water for green hydrogen production in arid environments with scarce water resources poses a 

significant challenge and requires innovative solutions. Moist air condensation using solar powered Peltier modules 

presents a sustainable and cost-effective water resource for an alkaline electrolyzer. Researchers have explored 

various techniques for generating potable water, with atmospheric water generation emerging as a promising 

approach. Esfe et al. [1] numerically evaluated the effect of temperature reduction of TEC cold surface on the water 

production rate. And stated that condensation rate is directly related to cold surface temperature reduction. Alenezi 

et al. [2] numerically and experimentally investigated the impact of relative humidity on water generation using TEC. 

And observed that significant rise in water production was observed with increasing relative humidity. Eslami et al. 

[3] investigated the performance and optimization of TEC water production by finding optimum number of TEC and 

channel length at different temperature. Based on this study 26 ml/h of water extracted from air with minimal 20W 

electrical power at specific conditions. Jang et al. [4] studied the effect of temperature on stack efficiency and find 

out that minimizing temperature gradients across the stack substantially improves overall cell performance against 

constant current density and flowrate. Jesús Rodríguez and Ernesto Amores [5] investigated optimizing electrolyzer 

parameters and validated that high temperature, small electrode spacing, and concentrated electrolytes improved 

the overall performance aligning with experimental trends. 

In the present study, a simulation-based study is carried out to numerically investigate a TEC moist air condensation 

optimization with electric current, air velocity, and humidity and alkaline electrolyzer to achieve the optimal quantity 

of water for green hydrogen production by minimizing electricity consumption in deserted, remote, and arid regions. 

METHODOLOGY 

The analysis of the TEC vapor condenser involved a commercial software to perform numerical analysis. The 
computational model has three domains, the Moist air domain, TEC domain and Alkaline electrolyzer domain as 
shown in Fig.1, which have an interface. The moist air domain consists of a 3D CAD model as shown on the right 
side of Fig.1 with dimensions of 4cm x 4cm x 4cm. while the TEC domain consists of TEC1-12706 with default 
dimensions. The electrolyzer cell consist of 2D model with dimensions of 0.8cm x 8.5cm with separator width (0.1cm). 
The TEC cold plate was coupled to a moist air domain to directly correlate applied current and condensation rate, 
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just like the real system. The bottom surface was the condenser and top were considered adiabatic. Ambient moist 
air entered at 308K and 80% RH. A saturated 100% RH was assumed on the cold surface for full moisture 
condensation. The moist air physics combined laminar flow, heat, and mass transport in a stationary study.  
A 2D (CFD) model of an alkaline electrolyzer cell includes the coupled physics of laminar flow, mass transport, and 
electrochemical reactions. The separator exchange OH- ions. Butler-Volmer kinetics were implemented to relate 
overpotential to reaction rates for the hydrogen evolution and oxygen evolution half-cell reactions. Temperature-
dependent physical properties were specified for the 8560mol/m3 KOH electrolyte along with binary diffusion 
coefficients. The mesh was refined near electrodes and membrane to ensure accuracy of gradients. Time dependent 
solutions were obtained for the electrolyte potential, polarization curve and concentration of continuous and dispersed 
phases.  
 

 
RESULT AND DISCUSSION 

Fig. 6 shows that TEC cold face temperature approached 271.67K indicating effective Peltier cooling at 3.0A. Inlet 

air velocity distribution as shown in Fig. 2 demonstrate a uniform flow over the cold surface helping in longer contact 

of air with cold surface. Fig. 3 shows the temperature gradient in the moist air domain declining towards the cold 

plate. The relative humidity distribution exhibits a gradient increasing towards the cold plate, reaching a saturated 

value of 1.0 where air condenses vapor upon contact with the cold surface as shown in Fig. 4. Similarly increasing 

air velocities increases condensation, while excessive velocity reverses it. Also increasing absolute humidity from 

70% to 85% directly related to condensation rates by increasing the moisture content in the inlet air as shown in Fig. 

7.  The normalized condensation rate showed a peak of 0.478 kg/m2.h by reducing cold side temperature from 300K 

to 271.6K at constant humidity as shown in Fig. 7. The volume fraction gradient shows that gases produced near the 

electrode form a curtain type profile increasing the vertical volume fraction due to gases accumulation as shown in 

Fig. 5. Finally, Fig 8. shows the H2 evolution rate at cathode with 0.133 kg/m2.h H2. Overall, this model provided the 

coupled heat and mass transport physics governing the condensation as well as electrolysis process. 
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CONCLUSION 

In this study a 3D numerical model of TEC moist air condensation and 2D model of alkaline electrolyzer cell were 

simulated. The model incorporated heat and mass transport, air flow dynamics, linearly coupled with thermoelectric 

effects, and electrochemical reactions. Systematic parametric simulations were conducted to study the impacts of 

electric current, air velocity, and relative humidity on the water condensation rate. It is concluded that: 

Fig 6. TEC cold face Temperature at different current input Fig 7. Amount of water vapor condensation with varying 
TEC cold plate temperature 

 

Fig 5. Volume Fraction gradient in H2 and O2 compartments at different current density values (model conditions: 70 
deg C, 33 wt% KOH, and 0.1 m/s) 

Fig 8. Hydrogen Evolution flux at different time and current density values 
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• Increasing current enhances cooling by reaching 271.67K at 3A. Similarly increasing air velocities 

increases condensation, while excessive velocity reverses it. Increased humidity at 308K amplified 

condensate flux to 0.512kg/m2.h at 85% humidity. 

• It is observed that the hydrogen evolution rate at the cathode reached a maximum of 0.133 kg/m2.h during 

electrolysis process. 

REFERENCES 

1. Hemmat Esfe, Mohammad, Saeed Esfandeh, and Davood Toghraie. 2021. “Numerical Simulation of Water Production from 
Humid Air for Khuzestan Province: Investigation of the Peltier Effect (Thermoelectric Cooling System) on Water Production 
Rate.” Case Studies in Thermal Engineering 28: 101473. 

2. Anwur Alenezi, Hyung-ho Jung, and Yousef Alabaiadly. 2023. “Experimental and Numerical Analysis of an Atmospheric Water 
Harvester Using a Thermoelectric Cooler.” Atmosphere 2023, 14(2), 276. 

3. M. Eslami, M. Eslami, Eslami, M.R, Tajeddini, F, Etaati, N, 2018. “Thermal Analysis and Optimization of a System for Water 
Harvesting from Humid Air Using Thermoelectric Coolers.” Energy Conversion and Management 174: 417–29. 

4. Rodríguez, Jesús, and Ernesto Amores. 2020. “CFD Modeling and Experimental Validation of an Alkaline Water Electrolysis 
Cell for Hydrogen Production.” Processes 8(12): 1634. 

5. Jang, Dohyung et al. 2021. “Numerical Modeling and Analysis of the Temperature Effect on the Performance of an Alkaline 
Water Electrolysis System.” Journal of Power Sources 506: 230106. 

 



 
 

62 

  
 

 

 
ICH2P14-OP027 

TRANSPORTATION AND STORAGE OF HYDROGEN BY LOHC: DESIGN AND 
SIMULATION OF THE DEHYDROGENATION REACTOR 

 
1Pietro Delogu, 2Elena Barbera, 3,5Andrea Mio, 2,4Alberto Bertucco, 3,5*Maurizio Fermeglia 

1SERICHIM, Italy 
2Department of Industrial Engineering (DII), University of Padova, Italy 

3Department of Engineering and Architecture (DIA), University of Trieste, Italy 
4Centro Studi “Levi Cases” for Energy Economics and Technology, University of Padova, Italy 
5Center for Energy, Environment and Transport Giacomo Ciamician, University of Trieste, Italy 

*Corresponding author e-mail: maurizio.fermeglia@units.it 

ABSTRACT 

Long-distance transport and long-term storage of hydrogen can be realized with Liquid Organic Hydrogen Carriers 
(LOHC) based on a two-step cycle: (1) hydrogenation of the LOHC molecule (i.e., hydrogen is covalently bound to the 
LOHC) and (2) dehydrogenation after transport and/or storage. Since the (optimal) LOHC is liquid at ambient conditions 
and shows similar properties to crude oil-based liquids (e.g. diesel and gasoline), its handling and storage is realized 
by well-known processes; thus, a stepwise adaptation of the existing crude oil-based infrastructure is technically 
possible. LOHC show economic advantages compared to compressed hydrogen and liquid hydrogen for long-term 
storage/long distance transport applications. The energetic efficiency of the systems depends on the dehydrogenation 
step. In this paper we will consider the details of thermodynamic and kinetic fundamentals of hydrogenation and 
dehydrogenation of a typical LOHC, namely Perhydro-Dibenzyl-Toluene. The fundamental chemical equilibrium 
expressions as a function of temperature and the catalytic kinetic expression for the reaction rate at different conditions 
are evaluated for the design of a dehydrogenation Continuous Stirred Tank Reactor. A process simulator (Aspen Plus 
v.14.1™) is used to simulate the reactor at different operating conditions, focusing on the dynamic response of the 
reactor to any change in temperature, pressure, and inlet flow rate. The results obtained from the steady state simulation 
show a good agreement with experimental literature data. The results from dynamic simulation show that the time 
response of the reactor is compatible with the hydrogen production variations needed by fuel cells used for 
transportation. 

Keywords: LOHC, dehydrogenation, CSTR, dynamics. 

 

INTRODUCTION  

Liquid organic hydrogen carriers (LOHCs) have gathered a lot of attention in recent years as a promising solution for 
the efficient, economical, and safe storage and transport of hydrogen. In LOHC systems, catalytic hydrogenation bonds 
hydrogen to an organic carrier molecule to create a hydrogen-rich storage liquid that resembles a fuel. The latter may 
be handled and transported using the petroleum infrastructure now in place at room conditions. A catalytic 
dehydrogenation process is then used for on-demand hydrogen release at the time and place of energy or hydrogen 
request. 

Among the possible LOHC molecules, the dibenzyl toluene (H0-DBT) and the perhydro-dibenzyl toluene (H18-DBT) 
have drawn a lot of attention. DBT is made up of many isomers in both its hydrogen-rich (HX-DBT) and hydrogen-lean 
(H0-DBT) forms. DBT has been used extensively as a heat transfer fluid since the 1960s [1-5]. A hydrogen capacity of 
up to 6.2 weight percent, or a volumetric hydrogen content of 56 gH2/L, is provided by the LOHC system H0-DBT/H18-
DBT [6]. LOHC, and particularly DBT, show economic advantages compared to compressed hydrogen (GH2) and 
liquid hydrogen (LH) for long-term storage/long distance transport applications [4]. Hurskainen et al. [7] showed the 
advantages of using LOHC in terms of CAPEX and net H2 payload with respect to GH2 trailers and in terms of lifetime 
with respect to trucks (table 1).  

An example of the possibility of LOHC-based hydrogen transport for future international commerce of chemically bonded 
hydrogen is a tanker ship of the Suezmax class that is loaded with H18-DBT. Based on the Lower Heating Value (LHV) 
of the chemically bonded hydrogen, its 150,000 metric tons of liquid load would thus contain 9,300 metric tons of 
hydrogen, or 309.9 GWh of energy [6,8]. This indicates that a feasible alternative for the future is LOHC-based 
transcontinental hydrogen trade from wind- or sun-rich regions to industrialized nations that today import a large amount 
of energy. 
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Table 1: Comparison of different H2 carriers [7]: LOHC tanker trailer is 36000 l; GH2 trailer is 2 x 200 bar steel bottle ISO20 
containers; Advanced GH2 trailer is ISO40 HC 350 bar composite.  

  Truck LOHC tanker trailer GH2 trailer Advanced GH2 
trailer  

Investment cost  180 k€ 140 k€ 530 k€ 420 k€ 

Lifetime 1.5 million km or 8 
years 

15 years 15 years 15 years 

Fixed O&M 

 
4% of CAPEX 2% of 

CAPEX 
2% of CAPEX 

Net H2 payload 

 
2000 kg (1400 kg 

useable) 
400 kg 900 kg 

Unloading & loading time 
(LOHC) 

 
1 h + 1 h 

  

Drop-off & pick-up time (GH2) 

  
1 h + 1 h 1h + 1 h 

 

The introduction of global emission pricing [9] and growing electricity costs as well as an increase in the demand for 
electricity (for example, battery vehicle mobility) will make the import of LOHC-bound hydrogen appealing already in the 
short to medium term [4, 10, 11].  

The development of the hydrogenation/dehydrogenation equilibrium and kinetic models of the H0-DBT/H18-DBT 
system is the focus of the current investigation. Understanding equilibrium and kinetic data is essential for sizing of the 
reversible hydrogenation/dehydrogenation processes. The energetic efficiency of the systems depends on the 
dehydrogenation step. [12].. With the obtained models, the simulation of a Continuous Stirred Tank Reactor (CSTR) for 
the dehydrogenation process is performed and finally some preliminary results for the dynamic behaviour of the CSTR 
are shown.  

THE REACTION SCHEME  

H0-DBT is hydrogenated via a sequential, step-by-step process [13]. One outer benzyl ring is hydrogenated to create 
H6-DBT in the first stage, and the second outer benzyl ring is hydrogenated to form H12-DBT in the second step. The 
middle ring is hydrogenated to generate H18-DBT in the last and rate-limiting hydrogenation step. The equivalent H6-
DBT, H12-DBT, and H18-DBT fractions are made up of the appropriate isomers since H0-DBT is a combination of 
many of them. The reactions that take place in a catalytic hydrogenation/dehydrogenation reactor of perhydro dibenzyl 
toluene can be summarized, both from a kinetic and thermodynamic point of view, in three fundamental steps (Figure 
1) [10].  

Experimental determination of the hydrogenation/dehydrogenation equilibrium of the LOHC system H0/H18 dibenzyl 
toluene have been recently reported using innovative methods based on 13C-NMR and GC-FID. [14] There are three 
phases in the system: (1) catalytic solid adsorbing reagents and products.; (2) liquid phase consisting mainly of tricyclic 
compounds and solubilized hydrogen and (3) gaseous phase containing essentially hydrogen and tricyclic compounds 
as a function of their vapour pressure in relation to the composition of the liquid phase and temperature. 

 

Figure 1: Proposed reaction scheme for hydrogenation of H0-DBT, and dehydrogenation of H18-DBT [10]. 
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It can be assumed, as a first approximation, that phase and adsorption equilibria can be ideal. As a result, chemical 
equilibrium relationships for steps 1-3 can be represented by the following expressions: 

𝐾3 =
𝑐𝐿2
𝑒 𝑝𝐻2

3

𝑐𝐿3
𝑒  ; 𝐾2 =

𝑐𝐿1
𝑒 𝑝𝐻2

3

𝑐𝐿2
𝑒 ; 𝐾1 =

𝑐𝐿0
𝑒 𝑝𝐻2

3

𝑐𝐿1
𝑒        where 𝑐𝐿𝑖

𝑒 =
𝑛𝐿𝑖
𝑒

𝑉𝑙𝑖𝑞
 is the equilibrium liquid-phase molar concentrations of tricyclic 

compounds. 

The pressure of H2 is given by the difference between the total pressure and the sum of the partial pressures of the 
tricyclics: 

𝑝𝐻2 = 𝑃𝑡𝑜𝑡 −∑ 𝑃𝑖
0(𝑇)

𝑛𝐿𝑖
𝑒

∑ 𝑛𝐿𝑘
𝑒

𝑘
𝑖   (1) 

but for sake of simplicity, given the low vapour pressure of these components (about 0.1 bar at a temperature of 290 
°C), in the following reference is made only to the hydrogen pressure. 

The kinetics of each of the reactions taking place in the solid phase between the species adsorbed on the catalyst can 
be described by the following general equation, taking reaction 3 as an example:  

𝑟3 [
𝑚𝑜𝑙

𝑔𝑐𝑎𝑡ℎ
] = 𝑘3𝑐𝑐𝑎𝑡𝑐𝐿3 − 𝑘−3𝑐𝑐𝑎𝑡𝑐𝐿2𝑝𝐻2

𝑞
 (2) 

and similar for reactions 1 and 2. The exponent q is the reaction order for hydrogen. Since the concentration of the 
catalyst appears in all equations with the same exponent, these can be simplified into the form: 

𝑟3 [
𝑚𝑜𝑙

𝑔𝑐𝑎𝑡ℎ
] = 𝑐𝑐𝑎𝑡(𝑘3𝑐𝐿3 − 𝑘−3𝑐𝐿2𝑝𝐻2

𝑞
) =

𝑚𝑐𝑎𝑡

𝑉𝑙𝑖𝑞
(𝑘3𝑐𝐿3 − 𝑘−3𝑐𝐿2𝑝𝐻2

𝑞
) (3) 

The material balance of a CSTR reactor is then given by:  

𝑑𝑛

𝑑𝑡
= 𝑓 − 𝑢 + 𝑉𝑙𝑖𝑞  𝑣

𝑇  𝑟 =  0 (4) 

F is the flow in and u is the flow out of the CSTR. All variables are vectors. This form can be employed to all the specific 
reactions. As far as hydrogen is concerned, the overall equation is:  

𝑑𝑛𝐻2

𝑑𝑡
= 𝑓𝐻2 − 𝑢𝐻2 + 3𝑚𝑐𝑎𝑡[(𝑘3𝑐𝐿3 − 𝑘−3𝑐𝐿2𝑝𝐻2

𝑞
) + (𝑘2𝑐𝐿2 − 𝑘−2𝑐𝐿1𝑝𝐻2

𝑞
) + (𝑘1𝑐𝐿1 − 𝑘−1𝑐𝐿0𝑝𝐻2

𝑞
)] = 0  (5) 

Hydrogen pressure and hold-up are related to each other according to the volumes of the phases present in the reactor: 

𝑛𝐻2 =
𝑝𝐻2𝑉𝑔𝑎𝑠

𝑅𝑇
 (6) 

Given the similarity of the liquid compounds present in the reactor, they can be assigned a density and an average 
molecular weight that are the same for all, so that it can be calculated from the volume of liquid 𝑁𝑡𝑜𝑡, according to: 

𝑁𝑡𝑜𝑡 =
𝑉𝑙𝑖𝑞∗𝜌

𝑃𝑀
 (7) 

while the total molar output flow rate must be equal to the sum of the feed flow rates: 

𝑈 = ∑𝑓𝑖 (8) 
The closure constraint at 1 of the summation of molar fractions present in the liquid phase also applies.  

Considering now the degree of freedom analysis, there are a total of 19 variables and 9 equations, so the system has 
10 degrees of freedom. These can be saturated in various ways, but essentially the variables that could be fixed are: 
feed rates (5), the volumes of the 3 phases (3), H2 pressure (1), and temperature (1), for a total of 10 variables. The 
parameters of the model consist of the 3 rate constants of the direct reactions, the 3 equilibrium constants for the 
inverse-reactions, and the hydrogen pressure exponent q. The estimation has been done starting from the experimental 
data of Dürr et al [14].  

The temperature dependence of the equilibrium constants of the three reactions has been approximated by the 
equations: 

𝐾𝑖 = 𝑒𝑥𝑝 (−
∆𝐺𝑟(𝑇)

𝑅𝑇
) (9) 

∆𝐺𝑟(𝑇) =
𝑇

𝑇°
∆𝐺𝑟(𝑇°) + ∆𝐻𝑟(𝑇°) (1 −

𝑇

𝑇°
) + ∆𝐶𝑝(𝑇 − 𝑇°) − 𝑇∆𝐶𝑝 ln

𝑇

𝑇°
 (10) 

whose adaptive parameters are ∆𝐺𝑟(𝑇°), ∆𝐻𝑟(𝑇°) and ∆𝐶𝑝. Given the substantial identity of the 3 reactions involved in 

the model, a single value was used for ∆𝐻𝑟(𝑇°) and ∆𝐶𝑝, while a specific value of ∆𝐺𝑟𝑖(𝑇°) has been identified for each 

reaction. The reference temperature was 493 K. Figure 2 shows the comparison between experimental [14] and 
calculated degree of hydrogenation (DoH) data. It can be seen how the model developed is able to reproduce the 
available experimental trends and can therefore be used to describe the thermodynamics in the kinetic model of the 
reaction, thus minimizing the parameters to be optimized. The best estimation of the parameters of a kinetic model 
requires the availability of the evolution of the composition of the reactant system under conditions of constant 
temperature. Jorschick et al. [15] measured experimental data using a Pt on alumina catalyst (0.3% by weight) at a 
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single concentration of 3 g/100 g, at 30 bar absolute hydrogen pressure and temperatures between 201 and 311 °C. 
They measured the flow of hydrogen needed to maintain the pressure constant and calculated the degree of 
hydrogenation. Using the data of [14] combined with those of [15], we estimated the values of 𝑘𝑖 and q.  

 

Figure 1: Comparison of experimental and calculated data for the degree of hydrogenation of DBT. 

 

Figure 2: Comparison of experimental and calculated DoH data.  

 

Figure 3: equilibrium constants (ln K) versus 1/T: comparison of calculated and experimental data.  
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Figure 3 shows the comparison between experimental values and calculated DoH curves obtained with the equilibrium 
and kinetic constant derived as reported above and implemented in a batch reactor of Aspen Plus v. 14.1™ process 
simulator.. 

The results obtained from the simulation show a good agreement with experimental literature data [14,15], thus allowing 
to state that the reactions implemented in Aspen Plus v. 14.1™ reliably describe the process of interest. The 
temperature dependence of the equilibrium constants for the 3 reactions is reported in figure 4, where the calculated 
values are compared with the experimental ones. 

 

THE CSTR REACTOR PROCESS SIMULATION  

The block flow diagram of the dehydrogenation process is shown in Figure 4. 

 

Figure 4: Diagram of operation of a hydrogen generator from LOHC 

The output hydrogen pressure must be such that it can be fed to a fuel cell (around 4 atm). To obtain a high conversion 
at this pressure, it is necessary to operate at elevated temperatures, but not to exceed 300 °C, a temperature at which 
the decomposition reactions of dibenzyl toluene to volatile compounds become important. A temperature of 291 °C was 
used in the analysis. Consequently, it is necessary to supply the system with a quantity of heat equal to the sum of the 
sensible heat necessary to bring the temperature of the incoming flow up to 291 °C (minus the recovered heat) and the 
reaction heat. If the system is autonomous, this heat is generated by burning a portion of the hydrogen produced. From 
the data reported above, it is easy to calculate the heat needed to bring the temperature of one mole of LOHC from 25 
to 291 °C, which is about 38 kcal. The CSTR model available in Aspen Plus v. 14.1™ was used to simulate the 
dehydrogenation reactions using the equilibrium and kinetic equations developed above.  

 

Figure 5: H2 flow rate (blue) and pressure initial changes (orange) as a function of time (s) 

In addition, the transition dynamics between two different power demands of the CSTR reactor have been evaluated 
using differential equations. [16] The model calculates the time needed to reach the new steady state conditions starting 
from a reference steady state and the change in the composition of the liquid effluent, taken at the same total molar 
flow rate as the feed. The time to reach steady state is about 5 seconds. However, this only affects the internal conditions 
of the reactor, as both the LOHC supply and the hydrogen withdrawal are constant from the beginning of the variation. 
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In a first phase, the system produces more of the hydrogen withdrawn, and this leads to an increase in pressure; this is 
then compensated until the steady state is reached. As an example, figure 5 shows the hydrogen flow rate and pressure 
profiles as a function of time for a change in the hydrogen request from 10 kW to 100 kW. 

CONCLUSIONS 

The main result of this paper is the development of equilibrium and kinetic expressions and parameters from literature 
experimental data for describing hydrogenation and dehydrogenation of DBT LOHC. All chemical reactions occurring 
in the processes have been taken into account, including direct and reverse reactions. The expressions for the reactions’ 
rate developed compare well with the experimental data of DoH. The reactions’ rate expression have been used in the 
simulation of a steady state CSTR and for the dynamic simulation of a transient for the same CSTR.  
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ABSTRACT  

In the paradigm of energy transition, water electrolysis (WE) is a predominant route for the production 
of green hydrogen. Due to large capital costs, lifetime management is critical during operation. The 
main degradation phenomena in WE are related to the catalyst and the membrane. In large-scale 
electrolysers, monitoring degradation is challenging due to a lack of suitable measurement techniques. 
This paper proposes an approach for the estimation of non-measurable degradation parameters in WE 
using a particle filter for a nonlinear state-space system. The WE is conceptualised as a Hidden Markov 
model with the degradation parameters as stochastic variables that are unobservable. The static 
equations of the degradation parameters are transformed into state transition equations. Using 
observable measurements, the likelihood for each particle is determined. A neural network is trained 
based on the hidden state estimations to handle measurement uncertainties and to forecast the rate of 
degradation parameters, using process inputs. This approach is validated by generated data. 

Keywords: Water electrolysis, Degradation modelling, Machine learning, Neural networks, Sequential 
Monte Carlo method 

INTRODUCTION 

Green hydrogen (GH2), produced from water and renewable energy sources, ensures zero greenhouse 
gas emissions and is widely viewed as a promising solution in regard to the energy transition. The 
efficacy and affordability of GH2 as a widespread energy source depend on the efficiency and durability 
of WE. While technological advances have led to significant improvements, the longevity of these 
systems remains an area of concern [1]. Renewable energy sources exhibit a highly dynamic and 
volatile power profile. The operation of a WE in such energy systems is subject to frequent load changes 
and even periods with no available green electricity. This necessitates an enhanced flexibility and 
dynamism of the operation of WEs. However, it has been described in the literature that dynamic and 
intermittent operation can shorten the lifetime of an WE [1].  

Comprehensive assessment regarding the durability and degradation mechanisms of WE and their 
respective components are available in the literature. Lopez et al. [1] delineated a thorough overview 
of the ageing mechanisms in WE, particularly concerning renewable energy sources. Feng et. al [2] 
provided an in-depth examination of degradation mechanisms inherent to essential components and 
outlined strategies for mitigation. Kuhnert et al. [3] recently published a review on accelerated stress 
tests of key degradation components in context with their individual accelerating conditions. 

Whilst the observations concerning the main degradation phenomena are commonly consistent, there 
are divergences when it comes to quantifying the effects on cell performance. Possible reasons are 
related to different cell components, equipment and operating conditions [4]. Bender et al. [5] reported 
that cross-lab cell hardware tests varied up to three times more than single-lab tests, owing to non-
standardized conditioning. These factors, coupled with the unsolved challenge of transferring and up-
scaling from laboratory to large-scale stacks make lifetime prediction of WEs a remaining substantial 
challenge within the industry [3]. A common degradation indicator for large-scale WEs is upon today 
the gradual increase in cell voltage [4, 6, 7]. However, in the last few years, it has become evident that 
an increasing cell voltage as a single degradation indicator has several limitations for a reliable lifetime 
prediction as it solely reflects the loss of efficiency over time without revealing the underlying cause [4, 
8]. In the long-term operation of a WE, several other failures such as pinhole formation and membrane 
thinning can occur and affect the lifetime and operation of a WE [4, 8]. In particular, safety issues are 
related to membrane thinning which over time becomes increasingly challenging to manage. During the 
GH2 production, the renewable energy sources can decrease to an extent that hydrogen production 
may even lag behind by a rate at which hydrogen diffuses through the membrane. In these 
circumstances, there is an increased risk of gas crossover, forming a potentially volatile H2/O2 mixture 
in the oxygen-evolving site [1]. 
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Despite extensive reports on predominant degradation mechanisms, models that adequately describe 
ageing under dynamic operating conditions of WEs do not exist. Bahr et al. [9] used a feed-forward 
artificial neural network to predict the increasing cell voltage. Papakonstantinou et al. [6] provided an 
empirical equation to forecast the cell voltage increase based on time and measured high frequency 
resistance. Chandesris et al. [10] related the fluoride release rate to membrane thinning for a limited 
number of data at different operating conditions. This paper proposes a novel approach for modelling 
degradation in water electrolysers. In this approach, the WE is described by a Hidden Markov model 
(HMM) with the key degradation parameters as hidden states that are estimated using a particle filter. 
The added value of this approach compared to previous studies is the representation of degradation 
phenomena beyond only the increase in cell voltage. Incorporation of the current efficiency as an 
additional observation and degradation indicator into the modelling framework enhances the precision 
of the hidden state estimation and leads to a more comprehensive representation of degradation 
phenomena compared to previously reported works. 

WATER ELECTROLYSIS PHYSICS-BASED MODEL 

For the optimal operation of a WE, the overall efficiency 휀 has to be considered. The overall efficiency 
measures the total effectiveness of a WE in converting electrical energy into hydrogen and can be 
described as the product of voltage efficiency 𝜖𝑉 and current efficiency 𝜖𝐼 [11]. 

휀 =   𝜖𝑉  ⋅ 𝜖𝐼             (1) 

The current efficiency describes how effectively the electrical current is used in the water splitting 
reaction. In case it’s sufficient to relate it only to hydrogen, it can be calculated as follows [11]: 

𝜖𝐼 = 1 − 
2𝐹

𝑖
∙ �̇�𝐻2

𝑐𝑟𝑜𝑠𝑠            (2) 

where 𝑖 is the current density and 𝐹 is the Faraday constant. �̇�𝐻2
𝑐𝑟𝑜𝑠𝑠denotes the mass transport related 

to the crossover of hydrogen into the oxygen evolving site due to convection and diffusion and can be 
calculated as follows [12]:  

�̇�𝐻2
𝑐𝑟𝑜𝑠𝑠 = �̇�𝐻2

𝑐𝑜𝑛𝑣  +  �̇�𝐻2
𝑑𝑖𝑓𝑓

=  
𝐾𝑚𝑒𝑚

𝜂𝐻2𝑂
 Δ𝑝 + 

𝐷𝐻2
𝑒𝑓𝑓

𝑑𝑚𝑒𝑚
𝑤𝑒𝑡 Δ𝑐𝐻2                                                 (3) 

where 𝐷𝐻2
𝑒𝑓𝑓

 is the effective diffusion coefficient, 𝑑𝑚𝑒𝑚
𝑤𝑒𝑡  the wet membrane thickness, 휂𝐻2𝑂  the water 

viscosity, 𝐾𝑚𝑒𝑚  the membrane permeability, and Δ𝑝  and Δ𝑐𝐻2  the pressure and 𝐻2  concentration 

difference between cathode and anode. 

The voltage efficiency describes how close the cell operates to its theoretical energy input. It depends 
on the thermoneutral , reversible, and cell voltages and can be calculated as follows [11]: 

𝜖𝑉  =  
𝑈𝑡𝑛

𝑈𝑡𝑛+ 𝑈𝑐𝑒𝑙𝑙 − 𝑈𝑟𝑒𝑣
                                      (4) 

The cell voltage as a function of process input variables, i.e. current 𝐼 temperature 𝑇 and pressure 𝑝 is 
a superposition of different overpotentials [13]: 

𝑈𝑐𝑒𝑙𝑙  = 𝑈𝑟𝑒𝑣  +  휂𝑎𝑐𝑡,𝑒𝑙  + 휂𝑜ℎ𝑚                        (5) 

The voltage when the cell is operating at reversible conditions 𝑈𝑟𝑒𝑣 can be expressed as [13]: 

𝑈𝑟𝑒𝑣(𝑇, 𝑝) =  −
Δ𝐺(𝑇,𝑝)

𝑛𝐹
                          (6) 

The total energy requisite to trigger the electrochemical reactions at the electrodes, the so-called 
activation overvoltage 휂𝑎𝑐𝑡,𝑒𝑙 = 휂𝑎𝑐𝑡,𝑎𝑛 + 휂𝑎𝑐𝑡,𝑐𝑎 can be expressed as [13]: 

휂𝑎𝑐𝑡,𝑒𝑙(𝑖, 𝑇, 𝑝) =  
𝑅𝑇

2𝐹𝛼𝑎𝑛
sinh−1 (

𝑖

2𝑖0,𝑎𝑛(𝑇,𝑝)
) + 

𝑅𝑇

2𝐹𝛼𝑐𝑎
sinh−1 (

𝑖

2𝑖0,𝑐𝑎(𝑇,𝑝)
)                                                       (7) 

where 𝛼 is the charge transfer coefficient, 𝑖0,𝑒𝑙 the exchange current density at anode and cathode side, 

𝑝 operating pressure and 𝑇 operating temperature of the electrolyser. For given operating conditions 

and a known electrochemical specific surface area 𝐴𝑐 as a function of catalyst particle loading and 
active catalyst area, the exchange current density can be calculated as follows [14, 15]: 

𝑖0,𝑒𝑙(𝑝, 𝑇 ) = 𝑖0,𝑟𝑒𝑓,𝑒𝑙𝐴𝑐 (
𝑝

𝑝𝑟𝑒𝑓
)
𝛾

exp (
Δ𝐺

𝑅𝑇
(1 −

𝑇

𝑇𝑟𝑒𝑓
))                        (8) 
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The ohmic overvoltage 휂𝑜ℎ𝑚  reflects the overvoltage caused by the resistance of the electrolyser’s 
components to the movement of electrons and protons. By distinguishing between membrane and 
electrical resistances, the ohmic overvoltage can be expressed as [13]: 

휂𝑜ℎ𝑚(𝑖, 𝑇) =  휂𝑚𝑒𝑚(𝑖, 𝑇)  +  휂𝑒𝑙𝑒𝑐𝑡(𝑖, 𝑇)                    (9) 

The resistance of the membrane overvoltage  휂𝑚𝑒𝑚(𝑇)  depends on the wet membrane thickness 𝑑𝑚𝑒𝑚
𝑤𝑒𝑡  

and the membrane conductivity 𝜎𝑚𝑒𝑚 [13]. 

휂𝑚𝑒𝑚(𝑖, 𝑇)  =  
𝑑𝑚𝑒𝑚
𝑤𝑒𝑡 (𝑇)

𝜎𝑚𝑒𝑚(𝑇)
 ⋅  𝑖 ∙ 𝐴𝑚𝑒𝑚                                                   (10) 

The wet membrane thickness is a function of the dry membrane thickness, the water content 𝜆 and the 

swelling factor 𝑟𝑠𝑓 [16]: 

𝑑𝑚𝑒𝑚
𝑤𝑒𝑡 (𝑇) = 𝑑𝑚𝑒𝑚

𝑑𝑟𝑦
⋅ (1 + 𝑟𝑠𝑓(𝑇)  ⋅ 𝜆(𝑇))                                               (11) 

As previously elaborated, the increasing cell voltage over time is mainly due to a loss of catalyst activity 
caused by a decrease of the electrochemical specific surface area, which leads to decrease in 
exchange current density. In case one electrode has a much smaller overpotential then the other, it can 
be sufficient to only consider exchange current density 𝑖0 of the electrode with the higher overpotential 
[12]. Membrane thinning leads to a decrease in cell voltage and can cause cell failures and safety issues. 
The membrane thickness is the sole parameter that influences both current and voltage efficiency. Thus, 
when modelling degradation, it is imperative to consider at least these two parameters.  

STATE SPACE MODEL AND STOCHASTIC FILTERING 

The two key degradation parameter 𝑥 = (𝑖0 , 𝑑𝑚𝑒𝑚
𝑤𝑒𝑡 ) are in general unobservable (hidden) states during 

operation. In this section, a particle filter algorithm will be presented which enables monitoring these 
parameters at any time step 𝑘 by approximating the posterior probability distribution using recursive 
state estimation. For the application of a particle filter, two sources of information are required. First, a 
state transition function 𝑓, which describes how the state 𝑥 is expected to evolve over time based on a 

prior knowledge, the process input 𝑢, and the process model noise 𝑣 [17]. 

𝑥𝑘+1 =  𝑓(𝑥𝑘  , 𝑢𝑘  ,  𝑣𝑘)           (12) 

The second required information is the measurement function 𝑔  which relates the observable 

measurement 𝑦 =  (𝑈𝑐𝑒𝑙𝑙  , 𝜖𝐼) to the internal states 𝑥, process inputs and measurement noise 𝑤 [17]. 

𝑦𝑘 = 𝑔(𝑥𝑘  , 𝑢𝑘  , 𝑤𝑘)          (13) 

Within the realm of stochastic state estimation, Eqs. (12) and (13) are defining an input-output HMM, 
which is derived from Eqs. (2) and (5). The corresponding hidden states, defined by Eqs. (8) and (11), 
must be converted into a time discrete state transition function to be functional for the following 
stochastic state estimation [14].  

𝑖0,𝑘+1 = 𝑖0,𝑘 +  Δ𝑖0(𝑇, 𝑝)          (14) 

𝑑𝑚𝑒𝑚,𝑘+1
𝑤𝑒𝑡 = 𝑑𝑚𝑒𝑚,𝑘

𝑤𝑒𝑡 +  Δ𝑑𝑚𝑒𝑚
𝑤𝑒𝑡 (𝑇)                      (15) 

The state transition equation can be obtained by discretizing the time derivatives in Eqs. (8) and (11) 

through the backward difference approximation (
𝑑𝑥

𝑑𝑡
= 

𝑥𝑡−𝑥𝑡−1

Δ𝑡
) [14]. 

The proposed algorithm for estimating the hidden states is shown in Alg. 1. The particles are initially 
derived from a prior distribution with equivalent weights. During each time iteration, these particles 
transition to predicted states, with their associated weights calculated and updated through the 
observation likelihood, followed by a normalisation process. Subsequently, a resampling procedure is 
conducted where particles with greater weights exhibit a higher propensity for replication. At the end of 
each time step 𝑘, the hidden states 𝑥 = (𝑖0 , 𝑑𝑚𝑒𝑚

𝑤𝑒𝑡 ) are estimated. Based on this estimation, the loss of 

the electrochemical specific surface area 𝐴𝑐 and the thickness (loss) of the dry membrane 𝑑𝑚𝑒𝑚
𝑑𝑟𝑦

 can be 

calculated. These two parameters can be seen as an adaptation of the key degradation parameters to 
the process conditions at time step 𝑘  [14]. Furthermore, this adaptation also reduces the feature 
dimensionality. Based on the obtained time series for these adjusted degradation parameters, a NARX 
Neural Network (NARX-NN) is trained, to predict the future evolution of these two parameters. Since its 
performance heavily relies on the quality of the estimated hidden states, the forward filtering approach 
is extended with a backward smoothing approach (Alg. 1). Backward smoothing in particle filters refines 
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state estimates 𝑥𝑘|𝐾  by leveraging both past observations 𝑦1:𝑘  and future observations 𝑦𝑘+1:𝐾 . In 

contrast, forward-filtering determines states 𝑥𝑘|𝑘 solely based on observations up to time 𝑘 (𝑦1:𝑘). By 

integrating the future data, backward smoothing enhances the posterior distribution 𝑝(𝑥𝑘|𝑦1:𝐾), yielding 
a more robust and accurate state representation [17]. This elevates the quality of the data used in the 
training phase of the data driven model, leading to a model with enhanced predictive capabilities. 

DATA DRIVEN MODELLING 

The Nonlinear Auto Regressive with eXogenous inputs (NARX) neural network is a variant of recurrent 
neural networks (RNNs). The architecture can be envisioned as a feed-forward neural network with 
feedback loops corresponding to past values. This design makes NARX networks suitable for modelling 
complex nonlinear time series data and capable of handling the supposed cumulative impact of 
operational stressors on degradation. Once trained, the model can predict future outputs based on both 
historical output and exogenous input values. The NARX model is defined by [18]: 

𝒛(𝑘) =  Γ(𝒛(𝑘 − 1), … , 𝒛(𝑘 − 𝑟), 𝒖(𝑘 − 1), … , 𝒖(𝑘 − 𝑠))                   (16) 

where 𝑘 represents the current time step, 𝑟 and 𝑠 are the auto-regressive and exogenous input lags, 

determining the depth of the time series history that the model considers, and Γ denotes the nonlinear 

function approximated by the neural network. The vector 𝒛(𝑘) =  [𝐴𝑐(𝑘), 𝑑𝑚𝑒𝑚
𝑑𝑟𝑦

(𝑘)]
𝑇

 represents the 

degradation parameters as outputs, calculated through Alg. 1 and Eqs. (8) and (11). The vector 𝒖(𝑘) =
 [𝑖(𝑘), 𝑇(𝑘)]𝑇 corresponds to the process inputs which have an impact on degradation during Time on 
Stream (ToS). Here, the NARX-NN comprises four layers: an input layer, two hidden layers with ten 
neurons, and an output layer. The choice of ten neurons in the hidden layer was based on the Akaike 
Information Criterion (AIC), which was used to prevent overfitting and strike a balance between model 
complexity and performance. Given the varied scales and units of the variables, a min-max 
normalisation was performed to bring all data within the range [0, 1], ensuring uniformity and aiding 
model convergence. A subset of 2800 hours was used to optimise the hyper parameters of the model. 
Afterwards, the NARX-NN was used to forecast the evolution of 𝒛(𝑘). The result can be seen in Fig. 1, 
where the grey region indicates the training period.  

  

Algorithm 1 Forward-Filter Backward-Smoothing (FFBS) Particle Filter for Estimation of 𝑖0 and 𝑑𝑚𝑒𝑚
𝑤𝑒𝑡  

▷ Forward Pass Filter 

For 𝑘 = 0 𝘵𝘰  𝐾 do 

If 𝑘 = 0:    // Initialization 

𝙭0
(𝑗)
 ~ 𝑝 (𝑥0| 𝒩(𝑇 , 𝜎𝑇),𝒩(𝑝, 𝜎𝑝))    for 𝑗 = 1 . . . 𝑁     // Sample from prior distribution 

𝜔0
(𝑗)
= 1 / 𝑁   𝑗 = 1 . . . 𝑁     // Set weights 

 
Else:   // Hidden State estimation loop 

// Prediction 

𝑥𝑘
(𝑗)
= 𝑓(𝙭𝑘−1 , 𝑢𝑘  , 𝑣𝑘),   for 𝑗 = 1 . . . 𝑁     // Predict states - Eq. (14) & (15) 

 
// Update 

𝜔𝑘
(𝑗)
∝ 𝜔𝑘−1

(𝑗)
 𝐿 (𝑦𝑘|𝑔 (𝑥𝑘

(𝑗)
 , 𝑢𝑘  , 𝑤𝑘))   for 𝑗 = 1 . . . 𝑁   // Update weights for pred. observation - Eq. (2) & (5) 

 
// Resampling 

𝙭𝑘
(𝑗)
 ~ 𝑥𝑘

(𝑗)
, 𝜔𝑘

(𝑗)
     for 𝑗 = 1 . . . 𝑁     // Resample based on weights to get a new set of particles 

𝜔𝑘
(𝑗)
= 𝜔𝑘

(𝑗)
/ ∑ 𝜔𝑘

(𝑗)
   𝑗 = 1 . . . 𝑁    // Normalise weights 

𝑥 𝑘  = ∑𝜔𝑘
(𝑗)
𝙭𝑘
(𝑗)
     // Estimate Hidden State at time step k 

▷ Backward Pass Smoother 

𝙭𝐾|𝐾
(𝑗)

= 𝙭𝐾
(𝑗)
    // Initialisation - Set smoothed particles of last time step K equal to the filtered particles                                                                                       

For 𝑘 = 𝐾 − 1 𝘵𝘰 0 do                                                                                          

𝛼𝒌
(𝒋)
 ∝  𝜔𝑘

(𝑗)
 𝑝 (𝘹𝑘+1|𝐾

(𝑗)
|𝘹𝑘|𝐾
(𝑗)
)    for 𝑗 = 1 . . . 𝑁    // Transition density from k to k+1 given observation up to K 

𝛼𝑘
(𝑗)
= 𝛼𝑘

(𝑗)
 / ∑𝛼𝑘

(𝑗)
   𝑗 = 1 . . . 𝑁    // Normalise modified weights 

𝘹𝑘|𝐾
(𝑗)
 ~ 𝘹𝑘|𝐾

(𝑗)
 , 𝛼𝑘

(𝑗)
    for 𝑗 = 1 . . . 𝑁    // Resample 𝘹𝑘|𝐾

(𝑗)
 based on 𝛼𝑘

(𝑗)
 

𝑥 𝑘|𝐾 = ∑𝛼𝑘
(𝑗)
𝙭𝑘
(𝑗)
     // Estimate smoothed Hidden State at time step k 
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RESULTS AND DISCUSSION 

The process data of a WE was 

generated for 6000 hours of 

operation. To emulate a real-world 

power profile from renewable energy 

sources, a random walk was 

employed to simulate randomness 

for current and temperature, 

incorporating a minimum duration 

constraint before subsequent 

fluctuations to analyse the effects of 

varying operating conditions. Initial 

data inspection revealed periodic 

missing entries, which were 

estimated using cubic spline 

interpolation. Analysis of the scatter 

plot presented in Fig. 1 demonstrates 

that operating conditions strongly 

influence degradation. During Time 

on Stream, the operating conditions 

increasingly influence the 

degradation of a WE. This 

phenomenon is supposed to occur 

due to cumulative impact of 

operational stressors on the 

materials and on components of the 

WE over time. Notably, elevated 

temperatures and increased current 

densities are associated with a loss 

of catalytic activity. Additionally, high 

temperatures are observed to induce 

membrane thinning, whereas the 

impact of current density on 

membrane integrity appears to be 

comparatively minor. Fig. 2 shows 

the validation results of the 

developed NARX-NN for the cell 

voltage and current efficiency. The 

particle filter demonstrates 

proficiency in monitoring the 

measured cell voltage and current 

efficiency, while effectively mitigating 

the noise present in the 

measurements and input variables.  

 
Fig. 1. Estimation of the loss of the electrochemical specific 
surface area and the dry membrane thickness based on 
process input variables (𝑖: current density, 𝑇: stack 
temperature); grey region: training period. 

 
 
 

 
Fig. 2. Comparison between measured values and calculated 
values of cell voltage and current efficiency; grey region: 
training period. 

CONCLUSIONS AND OUTLOOK 

In conclusion, employing a particle filter as a stochastic filtering method facilitates the estimation of 
primary degradation parameters in WE, effectively overcoming challenges associated with up-scaling 
from laboratory to industrial scale. Incorporating current efficiency allows for a comprehensive model of 
the loss of the electrochemical specific surface area and the thinning of the membrane. However, to 
enhance the robustness of the model, additional operational key performance indicators, such as 
hydrogen crossover oxygen-evolving site (HTO), should be considered as well and might further 
improve the hidden state estimation. Moreover, it is worth mentioning that improper design and 
suboptimal operating conditions can precipitate the accumulation and release of gas bubbles, which in 
turn may cause fluctuations in voltage that complicates modelling and hidden state estimation. 
Furthermore, the implications of more frequent load variations and the ramping strategy have not been 
in the scope of this study and require further investigation to understand their full impact on system 



 
 

73 

  
 

 

performance and durability. The major next step is to complement the degradation modelling framework 
by the inclusion of other degradation origins such as foreign ion contamination and specific membrane 
failures.  
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ABSTRACT 

Producing fuels such as hydrogen and its derivatives with a neutral carbon footprint is a critical step 

toward decarbonization. One promising approach is thermochemical cycles, in which water and CO2 

are split with heat to produce hydrogen and carbon monoxide. These can then be processed into liquid 

fuels such as methanol. The CO2 used as a feedstock can be captured from the atmosphere to close 

the carbon cycle with direct air capture (DAC). In this study, we identify and quantify the benefits of 

several synergies between two DAC technologies and a solar redox thermochemical cycle. To this end, 

we build a comprehensive model in Aspen Plus® and HFLCAL, estimate the capital and operational 

expenses and calculate the levelized cost of fuel (LCOF) for a plant producing 9934 tons of methanol 

per year in Riyadh, Saudi Arabia. The results show that all configurations achieve a lower LCOF 

compared to a baseline without any integration, thus confirming the synergies between the 

technologies. Among the configurations studied, the most cost-effective one integrates a solid DAC 

system, which has the lowest capital investment and allows for waste heat utilization. We also conclude 

that the LCOF is mainly driven by the plant’s capital investment. 

Keywords: Thermochemical Cycle, Direct Air Capture, Solar Fuels, Methanol, Techno-economic 

Assessment. 

INTRODUCTION 

Without action, global temperatures could rise by 2.7°C by 2100, disrupting nearly every ecosystem in 

the world [1,2]. Tackling climate change will involve transitioning away from fossil fuels, which in turn 

calls for a major technological breakthrough [3,4]. Here, we explore two important technologies that can 

foster the energy transition: direct air capture of CO2 and solar thermochemical cycles. 

Direct air capture of CO2 (DAC) has attracted considerable attention in recent years due to its ability to 

remove and concentrate very dilute carbon dioxide from the atmosphere. The removed CO2 can either 

be sequestered or used as a feedstock for the carbon capture and utilization industry (CCU) [5]. While 

relatively expensive compared to other carbon dioxide sources, DAC differs from other alternatives in 

that it does not have obvious biophysical limitations (as biogenic sources do) and can produce truly 

carbon-neutral CO2 when powered by renewable energy (as opposed to point-source carbon capture) 

[6–8]. 

Solar thermochemical cycles, unlike the currently most mature processes that rely on electricity, can 

produce hydrogen directly from heat. This avoids the energy losses involved in power generation and 

greatly increases the potential efficiency of the technology [9,10]. Another advantage of solar 

thermochemical cycles is the possibility of simultaneous production of hydrogen and carbon monoxide 

when water and carbon dioxide are fed [11,12]. The mixture of hydrogen and carbon monoxide can be 

used as synthesis gas for the production of liquid fuels such as kerosene, which is critical for the 

decarbonization of sectors like aviation [13,14]. 

For hydrogen-derived liquid fuels to be carbon-neutral, it is essential that the CO2 is not of fossil origin. 

Therefore, it seems logical to integrate a DAC unit into a solar thermochemical fuel plant. However, 

most research to date has focused on improving DAC independently of CCU. By focusing on the 

synergies between DAC and solar thermochemical cycles, we intend to fill this knowledge gap. 

At the present time, there is a broad portfolio of DAC technologies. Two of these are considered in this 

study on the basis of their superior readiness, namely solid sorbent and liquid solvent direct air capture, 

frequently referred to simply as S-DAC and L-DAC respectively. While S-DAC employs a solid sorbent 

that chemically combines with carbon dioxide, the L-DAC process relies on a liquid solvent that reacts 
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with CO2 in the air. Notably, the former can release the capture carbon dioxide by applying heat at low 

temperatures (i.e., 100 °C), while the latter requires elevated temperatures for regeneration (as high as 

900 °C) [5,15,16]. 

Similarly, there are several types of solar thermochemical cycles. Here, we focus on a technology called 

redox cycles, where a metal oxide (e.g., cerium dioxide) is reduced at elevated temperatures and low 

oxygen partial pressures to form oxygen vacancies in the metal oxide structure. The material is then 

oxidized again in the presence of steam at slightly lower temperatures to produce hydrogen. This 

process can also occur in the presence of CO2, resulting in the formation of carbon monoxide. The 

reactions do not consume any metal oxide and the cycle can start again with the reduction step [17,18]. 

MODELLING 

We have defined 4 scenarios, each with a different configuration of the DAC with the solar 

thermochemical cycle [19,20]. Scenarios A and B are based on L-DAC, with Scenario A including a new 

concept of L-DAC powered entirely by solar energy. Scenario B, on the other hand, is based on the 

commercial L-DAC concept of oxyfuel natural gas combustion (allowing in-situ use of the oxygen 

produced by the thermochemical cycle). Scenario C employs an S-DAC system installed in the solar 

fuel plant and capable of utilizing low-quality waste heat from the thermochemical cycle. S-DAC is also 

used in Scenario D, but in a decentralized manner by capturing the heating, ventilation, and air 

conditioning (HVAC) systems of buildings in urban areas near the plant and compensates their 

additional energy needs by providing the excess electricity generated for free [21]. An overview of the 

different scenarios is shown in Fig. 1. 

 

Fig. 1. Schematic overview of the different scenarios. The abbreviations in the figure stand for: "L-DAC" = liquid 
direct air capture; "S-DAC" = solid direct air capture; "HVAC" = heating, ventilation, and air conditioning; "SOLAR" 
= concentrated solar power; "CYCLE" = thermochemical cycle; "MEOH" = methanol synthesis; "VACUUM" = 

vacuum system; and "RANKINE" = Rankine cycle. Adapted from [20]. 

Simulations were then built for each part of the process. The thermochemical cycle, the methanol 

synthesis and the auxiliary systems (i.e., the vacuum system and the Rankine cycle) were simulated in 

Aspen Plus®, while the heliostat field and solar tower were modelled with the DLR software HFLCAL 

[22]. The DAC data were extracted from the relevant literature, except for Scenario A, which used an 

innovative solar L-DAC approach that had to be modelled in Aspen Plus®. The location selected for the 

study was Riyadh, Saudi Arabia, and the model considered the locally available solar irradiance 
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(provided with hourly resolution by Meteonorm® software) and the regional weighted average cost of 

capital (WACC) of 6.8% [23]. 

The solar field was designed to provide 280 MW of thermal power under design conditions, which is 

consistent with the capacity of existing large power towers according to available databases [24]. The 

next step was to screen a range of sizes of the solar thermochemical cycle and find the design capacity 

that would lead to the minimum levelized cost of fuel (LCOF) for the produced methanol. According to 

our calculations, this design capacity should be 202 MW of thermal power fed into the solar reactor. 

Taking into account the local solar resources and a capacity utilization of 90%, this corresponds to an 

annual methanol production of 9934 metric tons. The remaining units (namely the DAC system, the 

methanol plant, and auxiliary equipment) were sized to match the above capacity.  

Capital expenditure (CAPEX) was calculated using the results of the simulations and a combination of 

available correlations for mature process equipment [25] and cost estimation techniques from existing 

studies for non-standard units [26]. In addition, the operational expenditure (OPEX) was determined by 

considering fixed (i.e., maintenance) and variable costs (i.e., raw materials, utilities and labour).  

The LCOF was calculated from the annualized CAPEX, assuming local WACC and a 25-year operating 

life, the OPEX, and by-product revenues. To determine the uncertainty of the results, the standard 

deviation of the final CAPEX was extracted from a 1000-sample Monte Carlo simulation by assigning a 

confidence interval of 30 and 50% to the costs of high- and low-maturity units, respectively. 

Complementing this study, a sensitivity analysis was conducted to determine the variables that 

dominate the LCOF. 

RESULTS AND DISCUSSION 

The results of the scenarios described were compared to a baseline consisting of an L-DAC unit and a 

solar thermochemical cycle without any integration between them (i.e., as two stand-alone units). The 

main results of the techno-economic assessment are shown in Fig. 2. All scenarios with integrations 

between DAC and solar fuels production show a cost reduction compared to the baseline LCOF. 

Scenario C stands out as the most cost-effective configuration because it has the lowest CAPEX (due 

to the most inexpensive DAC unit) without sacrificing variable OPEX or by-product revenues. From the 

LCOF breakdown, we can see that the largest contributors to the final cost are the fixed OPEX (basically 

maintenance) and the CAPEX for the Rankine cycle and solar equipment. 

 

Fig. 2. Levelized cost of fuel (LCOF) for the methanol produced in each scenario and the baseline (left) and 
breakdown in individual contributions to the LCOF for the scenario C (right). 
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The sensitivity analysis in Fig. 3 shows that increasing the overall system efficiency and reducing the 

Lang factor and capital cost are the main drivers for improving the cost of methanol in Scenario C. 

Interestingly, the cost of water or the revenue from low pressure steam (LPS) have almost negligible 

impact. 

 

Fig. 3. Impact on the levelized cost of fuel (LCOF) for the methanol produced in Scenario C (LCOF = 
5.9 USD2022/kgMethanol under reference conditions). The value of each parameter under reference conditions is 
shown in parentheses. The abbreviations “WACC” and “LPS” stand for weighted average cost of capital and low-
pressure steam, respectively. 

CONCLUSIONS 

This work explores the potential integration of DAC and methanol production via a solar thermochemical 

cycle and shows that there are significant synergies that lead to lower fuel production costs. Based on 

the results, S-DAC system integration is recommended over L-DAC due to the possibility of waste heat 

utilization from the solar thermochemical cycle and lower DAC CAPEX. 

The breakdown of the methanol price shows that more than three-quarters of the cost is attributable to 

the capital investment required for the construction of the infrastructure. This phenomenon is also 

underlined by the sensitivity analysis, where parameters with a significant impact on CAPEX, such as 

the Lang factor or the WACC, are among the top three most influential variables. It is noteworthy that 

the cost of water, assumed to be obtained from desalination, has an almost negligible impact, which 

opens the door to the operation of solar fuel plants in regions with water shortages but abundant solar 

resources. 

In summary, DAC-integrated solar thermochemical cycles may be a promising future pathway due to 

their synergies and potential high efficiencies. However, the technology needs to be further developed 

to reduce capital investment and increase system efficiency in order to be competitive with fossil and 

synthetic fuels produced by other routes. 
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ABSTRACT  

Currently hydrogen (H2) has emphasized as a clean and versatile solution for sustainable development. This study aims 

to investigate the large-scale production of hydrogen to assess the biotechnological potential of coffee waste utilization. 
Escherichia coli wild-type and septuple mutant (ΔhyaB ΔhybC ΔhycA ΔfdoG ΔldhA ΔfrdC ΔaceE) were used. Bacteria 

were grown in coffee waste processing solution (65 g L-1 SCG hydrolyzed with diluted sulphuric acid) [1] at pH 7 in 5 L 

reactor, additional glycerol at a concentration of 10 mL L-1, was added.  

In wild type without the presence of glycerol, the cumulative hydrogen yield was ~4 L (0.13 L Day-1), and in the mutant, 

the production of ~5.3 L lasted for a month, accumulating ~0.4 L of hydrogen per day. During glycerol co-fermentation, 

the cumulative amount of hydrogen in the wild type was ~5.2 L, accumulating 0.2 L of hydrogen per day, while the 

septuple mutant produced 15 L of hydrogen, accumulating 0.5 L of hydrogen per day, and the maximum hydrogen was 

produced in the 24th hour. 

It has been shown that hydrogen equal to 33 kWh of energy was possible to produce during batch culturing of 200 g 

SCG and glycerol, which can be used in large semi-technological productions. 

Keywords: Renewable energy, Spent Coffee Grounds (SCG), E. coli. 

 

INTRODUCTION 

The investigation and development of ways to obtain alternative and renewable energy sources is a priority 

area of modern research, given the irreversible decline in fossil fuel reserves. The hydrogen energy industry, positioned 

as a frontrunner in the quest for carbon-free and environmentally friendly energy carriers, plays a pivotal role in the 

global transition towards sustainable energy solutions. With its combustion energy released five times higher than the 

calorific value of certain carbon fuels, hydrogen not only promises superior energy yield but also significantly reduces 

greenhouse gas emissions into the atmosphere [1,2]. Furthermore, its versatile applications in the production of 

ammonium, methanol, and various industries, including oil and gas and chlor-alkali, underscore its strategic importance 

in the broader context of industrial processes[2,3] . 

To achieve substantial hydrogen production, employing fermenting bacteria is recommended and efficient. 

These bacteria exhibit rapid growth and demonstrate high hydrogen production rates. Notably, their independence from 

light allows them to decompose organic matter irrespective of light presence. Extensive research has revealed that 

bacteria can generate hydrogen from agricultural and organic waste, with fermentative production proving to be the 

most effective method [4]. In the wake of increasing global energy demand and the imperative to transition towards 

sustainable and renewable energy sources, the exploration of unconventional yet abundant biomass for biohydrogen 

production has gained significant attention. Among the diverse array of biomass resources, spent coffee grounds 

emerge as a promising candidate for large-scale hydrogen production, standing at the intersection of waste 

management and bioenergy innovation.  
Coffee, one of the world's most consumed beverages, generates vast quantities of spent coffee grounds as a 

byproduct of the brewing process [5,6]. Traditionally viewed as waste, these grounds possess latent biotechnological 

potential that extends far beyond their initial role in caffeine infusion. Recent advancements in bioengineering and 

bioprocessing techniques have unveiled the possibility of harnessing the intrinsic content of spent coffee grounds to 

produce hydrogen, biofuels and other value-added products, with minimal environmental impact[6–9]. 

This study aims to investigate the biotechnological landscape of employing Escherichia coli (E. coli) for the 

utilization of spent coffee grounds (SCG) as a carbon source. In tandem, glycerol, a byproduct from biodiesel production 

[10], will be incorporated into the study to enhance the H2 production yield. This dual-source approach aims to maximize 

the potential for sustainable bioenergy production, presenting a novel paradigm at the confluence of waste management 

and bioenergy innovation. 
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The overarching goal is to investigate the pH effect on hydrogen production in the hydrolyzate of SCG using E. 

coli wild type and septuple mutant. As well as to investigate the large-scale production of hydrogen to evaluate the 

biotechnological potential of using waste.  

In essence, our study unfolds in two key stages: the identification of optimal pH conditions and the subsequent 

investigation of large-scale hydrogen production under a singular, selected pH setting. Through this dual approach, we 

aim to offer a comprehensive understanding of both the nuanced factors influencing hydrogen production and the 

scalability potential of the biotechnological processes explored. 

EXPERIMENTAL PROCEDURES  

Spent Coffee Grounds (SCGs) generated from coffee preparation containing mixture of Robusta and Arabica 

were exposed to pretreatment with acidic hydrolysis in an autoclave (WiseClave WACS1100, Daihan Scientific, South 

Korea) at 121◦C for 45 min as decribed before. Optimally 40 g L−1 SCG with 0.4 % diluted H2SO4 were used as described 

before [[7,11]]. The pH of the SCG hydrolysate was separately adjusted to pH 6.0; pH 7.0; pH 8.0 by addition of K2HPO4. 

13.6 g L−1 glycerol was added as a substrate in the SCG medium when indicated [11].  

Escherichia coli wild-type (wt) BW25113 and septuple mutant were used (Table 1). 3% (v/v) inoculum grown 

overnight in peptone medium (peptone 20 g L-1, KH2PO4 2g L-1, NaCl 5 g L-1) were suspended into SCG hydrolyzate.  

During batch culturing redox potential (ORP in mV) was determined by ORP electrode Pt BNC (HI3131, HANNA 

Instruments, Portugal), medium pH was determined by pH meter (HI1131, HANNA Instruments, Portugal) [12–14]. H2 

yield expressed in mmol L-1 was calculated as described by Piskarev et al[15] .  

Cumulative H2 production was determined separately in 5000 mL (large-scale) glass vessels under 
permanently stirring conditions; the gases (H2 and CO2) bubbled were treated by 1 M NaOH solution (to eliminate CO2 
from gas mixture); and further sole H2 gas was collected and estimated by the water dis placement volume as described 
before[13,14,16] and expressed as [ml H2 (g SCG)-1] or [ml H2 (g SCG)-1 0.3 g (glyc)-1]: 
 

Table 1. Characteristics of E. coli strains used 

 

Strains Genotype Subunits lacking Reference 

BW25113 rrBΔlacZ4787HsdR514Δ(araBAD)567Δ(rhaBAD)568 

rph-1 

Wild type [17] 

BW25113hyaB hybC 

hycA fdoG ldhA frdC 

aceE 

BW25113 ΔhyaB ΔhybC ΔhycA ΔfdoG ΔldhA 

ΔfrdC ΔaceE 

Large subunit of 

Hyd-1 and 2, 

repressor of 

FHL, α-subunit 

of formate 

dehydrogenase-N, 

lactate 

dehydrogenase 

[18] 

 
RESULTS AND DISCUSSION 

ORP changes were assessed in both wild-type and seven-gene disruption mutant strains under varying pH 

conditions. In both pH 6 and pH 7 medium, ORP drop ≥-400 mV [15] commenced at 3rd hour of growth, whereas the 

mutant strain exhibited a delayed onset at the 6th hour (Fig. 1 AB). At pH 6 without glycerol, the wild type showed 

the highest hydrogen yield at 24 hours (3.60 mmol L-1), which increased to 5.07 mmol L-1 at 72 hours with glycerol. 

In the pH 6 without addition of glycerol, hydrogen production was observed until the 120th hour of growth with an 

output of 0.73 mmol L-1, and in the glycerol-containing medium with an output of 0.78 mmol L-1 until the 144th hour. 

In case of pH 7 condition, the maximum hydrogen yield was observed in the 48th hour of growth in both glycerol-

containing and non-glycerol samples, amounting to 5.2 mmol L-1, but in the glycerol-free sample, hydrogen production 

lasted until the 120th hour of growth, and in the glycerol-containing sample, 192th hour. This data corresponds to the 

results obtained in previous studies that glycerol is assimilated in a longer period of time or hydrogen production is 

prolonged with the presence of glycerol, which is more beneficial in productions [19]. 
In both pH 8 conditions, hydrogen production was observed at the 24th hour of growth, and in contrast to pH 

6 and pH 7, here the hydrogen production time was significantly reduced, with growth up to 72th hour, and in the 

sample containing glycerol - the 120th hour [Fig.1C]. In the septuple mutant, a drop in ORP value to -400 mV in 

samples with and without glycerol at pH 6 and pH 7 was observed at 6 h of growth, identical to the wild type. 

In the septuple mutant, the maximum yield of H2 in the sample without glycerol was observed at the 48th hour 

of growth: 5.07 mmol L-1, which is 1.4 times more than in the wild type under the same condition. And in the sample 

containing glycerol, the maximum yield was 3.55 mmol L-1 in the 24th hour, which is less than the wild type under the 

same condition. The duration of hydrogen production in both cases was not significantly different compared to the 

wild type. Data suggest that the results obtained using the mutant at pH 6 and pH 7 are partially reproducible 
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compared to the use of pure culture of the mutant [18], but is still effective using for wastes rich in carbohydrates, it 

is advisable to use a seven-gene mutant because it shows a higher yield than the wild type. 

In the septuple mutant at pH 8, H2 production began at the 6th hour under glycerol-containing conditions. 

Without glycerol, production and output lasted until the 24th hour, yielding 2.24 mmol L-1, whereas the glycerol-

containing sample endured until the 72 hour, reaching a maximum output of 5.24 mmol L-1 at the 48th hour. 

Further 5 L reactor was used for volumetric H2 production measurements during batch culturing. It is worth 

to mention that against data obtained during growth in volumetric measurements in pH 6 H2 production was 

significantly lower compared to wild type (data not shown), thus further researches were done only in pH 7.  

In the wild type without the presence of glycerol, the cumulative yield of hydrogen was 3.9 L, accumulating 

0.13 L per day, and in the seven-gene mutant, the production of 5.3 L lasted for a month, accumulating 0.17 L of 

hydrogen per day (Fig. 2). During added glycerol fermentation, the wild type accumulated 0.17 L of hydrogen daily, 

while the mutant produced 15 L in the same conditions, accumulating 0.5 L of hydrogen daily, with the maximum 

hydrogen produced in the 24th hour. 

It turns out, that in mutant during co-utilization of glycerol H2 yield was 56.5±1,7 ml H2 (g SCG)-1 0.3 g(glyc)-

1, which is twice higher compared to wild type of the same condition, meanwhile in experiments without glycerol it 

was 1.4, which means the the usage of the mutant is more effective whlie using mixtures of carbon sources.  

This extensive analysis suggests that utilizing the seven-gene mutant with glycerol allows the potential 

production of approximately 1 kg of hydrogen, equivalent to 33 kWh of energy, presenting promising prospects for 

hydrogen generation from waste in the context of a circular economy [16]. 
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C 

 
 

Figure 1 ORP and H2 production during growth of E. coli wild type and septuple mutant at pH 6 (A), pH 7 (B), pH 8 

(C). Bacteria were grown upon utilization of 45 min hydrolyzed SCG for 260 h at 37oC.  

 

 
Table 2. Cumulative hydrogen production yield in E. coli wild type and septuple mutant. Bacteria were grown for 45 min in 
hydrolyzed and twice diluted SCG medium at 37 0C at pH 7. 

 

 

CONCLUSION 

In conclusion, our study underscores the substantial promise of the SCG by using septuple mutant for 

large-scale hydrogen production, particularly in the presence of glycerol. This emphasizes its pivotal role in 

advancing sustainable practices within the circular economy, offering significant potential for efficient and scalable 

hydrogen generation from waste resources. 
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 SCG SCG+glycerol 

day Wild type Mutant Wild type Mutant 

1 1740±50 958±29 1960±59 1160±35 

2 1090±33 2610±78 880±27 4490±135 

3 630±19 710±21 640±19.2 3030±100 

5 200±6 1135±34 580±17.4 2620±79 

7 220±7 325±9.8 230±7 915±28 

14 - 872±26.16 580±17 2165±65 

30 - 530±16 360±11 480±15 

Total (ml) 3880±117 7465±224 5230±157 14860±445 

Yield ml day-1 130±4 248±7,44 174±5,2 500±15 

Yield [ml H2 (g SCG)-1] 

or [ml H2 (g SCG)-1 0.3 

g(glyc)-1]: 

 

19.4±0,59 28±0,84 26±0,78 56.5±1,7 
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ABSTRACT  

In pursuing sustainable and efficient energy solutions, integrating renewable technologies has emerged 

as a promising option. The primary source of industrial hydrogen is steam methane reforming (SMR); 

however, this process is based on fossil fuels with massive carbon byproduct emissions. The solar 

thermal tower appears to be a suitable renewable source for powering SMR by providing heat at a high 

temperature to drive the process reactions. This approach aims to harness the abundance of solar 

energy while simultaneously utilizing natural gas as a feedstock for hydrogen production with minimum 

environmental impact. This research establishes the viability of combining external central receiver 

concentrated solar power with SMR, revealing general insights into the system's energy and exergy 

performance. The analysis of the current system is performed using the thermodynamic, and 

thermochemical approaches to conduct a parametric study. A 220 MW central receiver is first modeled 

with a high-temperature molten salt as a working fluid. The SMR process model is then developed, 

considering both reforming and shift reactions, and solved using Engineering Equation Solver (EES). 

The subsystem models are validated before being integrated into the overall system model. The 

performance of the SMR reactor is found to considerably affect the overall system performance. The 

results also show that when increasing the temperature above 750°C, no remarkable improvement in 

the reforming process is observed. In contrast, the higher the temperature in the water gas shift reactor, 

the lower the performance that the system achieved. Moreover, due to the large central receiver surface 

area, the impact of wind velocity on the overall system is considered. At low velocities, the effect is 

limited up to 5 m/s, but at higher velocities, the efficiency declines by less than 1%. The system’s overall 

performance in terms of energy and exergy efficiencies are 68% and 67%, respectively, additionally, 

the amount of hydrogen produced at a central receiver of 220 MWth capacity, is about 7.3 kg/s at a 2.1 

steam-to-carbon ratio. This integration mitigates a minimum of 12 kg/s of CO2 emissions that would be 

generated due to methane combustion.  

Keywords: Steam methane reforming, Central receiver, energy and exergy analysis, hydrogen 

production. 

INTRODUCTION 

The escalating global energy demand and urgent need to curb greenhouse emissions drive the 

research for sustainable and efficient energy technologies. Hydrogen as a versatile and clean energy 

carrier, holds an immense potential to revolutionize various sectors including transportation, industrial, 

and power generation [1]. Most of the current hydrogen is produced using the conventional steam 

methane reforming (SMR) process by injecting the methane as a feedstock to produce hydrogen and 

carbon emissions. This SMR process is dominating the hydrogen production technologies for various 

applications due to the reduced cost, about $1.25 per kg for natural gas cost at $3 per thousand cubic 

feet [2]. The SMR is a well-established process, in general, it occurs by reacting the methane (CH4) 

with steam (H2O) at high temperatures in the range of (700°C to 1000°C) [3] to produce hydrogen and 

carbon monoxide (CO). Subsequently, the water gas shift (WGS) reaction is utilized to produce 

additional hydrogen by consuming carbon monoxide and steam. Thus, the final products of both 

reactions are hydrogen and carbon dioxide (CO2). The performance of the SMR process is evaluated 

using thermodynamics at equilibrium to estimate the hydrogen production rate. An SMR system was 

presented by Simpson et al. [4]. They presented a thermodynamic analysis of the SMR process showing 

that for one mol of CH4  2.25 mol of hydrogen was produced with energy and exergy efficiencies of 

about 66.65% and 62.69 % respectively. Soria et al. [5] investigated adding steam to the methane on 

the reforming activity and products in an attempt to combine SMR and dry methane reforming (DMR). 

They found that co-feeding of steam increases methane conversion rate hydrogen yield, but decreases 

carbon dioxide conversion and carbon monoxide yield. Furthermore, they confirmed that their 
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thermodynamic analysis results were in acceptable agreement with experimental data. Several other 

studies focused on catalysts development further information can be found in the recent review article 

[6].  

The use of solar energy to power SMR can reduce CO2 emissions by up to 35-40% compared to the 

conventional SMR process that relies on fossil fuel combustion [7]. Various solar energy technologies 

can be utilized to drive SMR processes such as the volumetric reformer and tubular reformer receiver 

[8]. A designed configuration of volumetric receiver on a parabolic dish on a commercial scale was 

demonstrated in the Enhanced Solar Absorption Receiver (CAWSAR) [9]. The system was operated 

during either steady-state or solar fluctuation conditions, this system was reported to achieve a 70% 

methane conversion factor and the thermal efficiency reached up to 85%. Utilizing a decoupled fluid to 

transfer the solar energy concept was established by a Spanish-German project [10], the hot air was 

generated in the solar tower at 1000°C to reform the methane inside a tubular receiver, the final 

methane conversion was reported between 68% and 93% depending on reformer’s operating 

temperature that ranged from 702 °C and 803 °C. 

The central receiver (CR) appears to be a suitable alternative source to maintain the SMR operating 

conditions based on solar renewable sources. The CR purpose is to collect the solar irradiance using 

mirrors, installed either around or north -for northern hemisphere- the CR tower, and reflect it to the CR 

tubes to heat the working fluid. Compared to other solar technologies, CRs can provide a higher 

temperature up to 1000°C [11]. The performance of the solar tower is affected by energy losses from 

the receiver and the field. These losses, mainly heat, are radiation and convection losses in addition to 

reflected losses. On the other hand, field loss occurs due to various imperfections such as cosine loss, 

reflectivity, shading, and blocking. More details on CR design and performance can be found in the 

literature [12]. One of the earliest CR pilot projects is the 10 MWe Solar One project located in Barstow, 

California. In this project, the CR working fluid was water which passes through the cylindrical receiver’s 

tubes to generate steam that can be used in the power cycle to generate electric power [13]. The 

performance measurements of the Solar One project revealed a CR conversion efficiency of 77%, and 

it was increased to 82% after the repainting of the receiver surface [12]. The molten salt was a promising 

working fluid; therefore, the Solar Two project was developed to utilize the molten salt in the CR 

integrated with thermal energy storage to serve as a heat transfer fluid and a storage medium. 

Compared with Solar One, Solar Two CR achieved a higher efficiency of about 88%[14]. The current 

paper proposes using molten salt in the CR not only as a heat transfer fluid but also as a storage 

medium, enabling a continuous energy supply for SMR. In contrast to previous studies, the current work 

considered large-scale hydrogen production using SMR powered by a fully dedicated solar thermal 

system with storage to enable continuous hydrogen production. The proposed integrated system is 

modeled and the model is validated. Furthermore, a parametric analysis is conducted considering 

various operating conditions to determine the optimum system performance using energy and exergy 

approaches. 

SYSTEM DESCRIPTION 

The system developed for this study consists of a central receiver (CR), thermal energy storage (TES), 

and steam methane reforming (SMR). The system’s purpose is to produce hydrogen in steady-state 

conditions utilizing solar energy as a renewable source. The hydrogen production starts by feeding the 

SMR system with methane and steam as shown in Figure 1. The feeding fluid passes through three 

heating processes and heat recoveries to reach the SMR operating temperature. At 12 and 13 state 

points, the inlet fluids react inside the SMR reactor, the SMR reaction is an endothermic process, thus, 

additional energy is required to complete the reaction. Due to the high operating temperature of the 

SMR system about 720°C as listed in Table 1, the CR technology is suggested to maintain the SMR 

temperature. The cylindrical central receiver type is used with heliostats to reflect the sun wave to the 

receiver’s tubes. The working fluid in the CR is molten salt with (46.5%LiF_11.5%NaF_42%KF) 

composition in weight percentage (wt%) [15], the molten salt enters the CR tubes in two paths to be 

circulated within the CR panels and eventually exits at a higher temperature carrying energy to the SMR 

reactor. In addition, the solar issues for instance: fluctuation, clouds, and night operating are considered 

by integrating thermal energy storage to stabilize the system’s energy source. The next process in 

hydrogen production is the water gas shift (WGS) process, in this process, more hydrogen is generated 

by consuming the carbon monoxide with the rest of the water. In WGS exothermic reaction the expelled 
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heat is recovered to increase the feeding fluids temperature. In general, the hydrogen mostly is 

generated in the SMR reactor, and the rest is produced in WGS. The last process is to separate the 

hydrogen from the carbon dioxide, which occurs in the separator. 
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Figure 1 schematic diagram of the hydrogen production system 

Table 1. Operating conditions  

Parameter Value/type 

Reformer temperature 720 [°C] 

Reformer pressure 1 [bar] 

Water gas shift reactor temperature 300 [°C]  

Water gas shift reactor pressure 1 [bar] 

S:C ratio 2.1 

Beam radiation  874 [W/m2] 

Working fluid Salt(46.5%LiF_11.5%NaF_42%KF) [15] 

Central receiver diameter 11.8 [m] 

Tube diameter 0.029 [m] 

Central receiver outlet temperature 850 [°C] 

Central receiver inlet temperature  700 [°C] 

 

ANALYSIS  

In this section, the mathematical models of the physical subsystems are presented based on the 

thermodynamics laws and the assumptions considered. First, the analysis of the solar tower is 

presented followed by SMR. Last, the performance of the overall integrated system is analyzed. 

Solar tower  

The energy balance of the solar tower is presented as follows:   

�̇�𝑠 = �̇�𝑎𝑏𝑠 + �̇�𝑐𝑣,𝑙𝑜𝑠𝑠 + �̇�𝑟𝑎𝑑 + �̇�𝑟𝑒𝑓,𝑙𝑜𝑠𝑠 + �̇�𝑜𝑝𝑡,𝑙𝑜𝑠𝑠 (1) 

 

Where (�̇�𝑠) is the solar radiation, (�̇�𝑎𝑏𝑠) is the absorbed power in CR, (�̇�𝑐𝑣,𝑙𝑜𝑠𝑠) is the convection loss 

from CR to the ambient, (�̇�𝑟𝑎𝑑) is the radiation loss of CR to ambient, (�̇�𝑟𝑒𝑓,𝑙𝑜𝑠𝑠) is the reflected loss due 

to tube material emissivity, and  (�̇�𝑜𝑝𝑡,𝑙𝑜𝑠𝑠) is the optical loss. Each term in the balance equation is 

defined as per the following equations.  

�̇�𝑠 = 𝐴ℎ𝑒𝑙𝐼𝑏 (2) 
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�̇�𝑎𝑏𝑠 = �̇�𝑀𝑆(ℎ2 − ℎ1) (3) 
 

𝑄𝑐𝑣,𝑙𝑜𝑠𝑠 = ℎ𝑚𝑖𝑥  𝐴𝑟𝑒𝑐(𝑇𝑟𝑒𝑐 − 𝑇𝑎) (4) 

 

�̇�𝑟𝑎𝑑,𝑙𝑜𝑠𝑠 = 𝜎휀𝐴𝑟𝑒𝑐 [0.5(𝑇𝑟𝑒𝑐 − 𝑇𝑠𝑘𝑦)
4
+ 0.5(𝑇𝑟𝑒𝑐 − 𝑇𝑎)

4] (5) 

 

�̇�𝑟𝑒𝑓,𝑙𝑜𝑠𝑠 = (�̇�𝑠 − �̇�𝑜𝑝𝑡,𝑙𝑜𝑠𝑠)(1 − 𝛼𝑝𝑎𝑖𝑛𝑡) (6) 

 

�̇�𝑜𝑝𝑡,𝑙𝑜𝑠𝑠 = (1 − 휂𝑜𝑝𝑡)�̇�𝑠 (7) 

 

Were (𝐴ℎ𝑒𝑙) is the heliostats area, (𝐼𝑏) is the beam radiation, (�̇�𝑀𝑆) is molten salt mass flow rate, (ℎ2),
(ℎ1) are the enthalpies of exit and inlet states, (ℎ𝑚𝑖𝑥) is the convection heat transfer coefficient, ( 𝐴𝑟𝑒𝑐) 

is the CR surface area, (𝑇𝑎) is the ambient temperature, (𝑇𝑟𝑒𝑐) is the surface temperature of the CR, (𝜎) 

is the Steven Boltzmann constant, (휀) is the emissivity of CR material, (𝑇𝑠𝑘𝑦) is the sky temperature, 

(𝛼𝑝𝑎𝑖𝑛𝑡 ) is the absorptivity of the CR surface layer, and (휂𝑜𝑝𝑡) is the optical efficiency of the solar 

heliostate field.  

SMR 

To analyze the thermodynamic equilibrium of the SMR and WGS, the overall reactions can be written 

as the following: 

CH4 + H2O → CO + 3H2     ∆HR = +251MJ/KmolCH4 (8) 

 

CO + H2O → CO2 + H2       ∆HR = −41MJ/KmolCO (9) 
 

For both reactions, the mole fraction for each element can be found by solving the equilibrium and 

molar balance equations. 

�̇�𝑖𝑛,𝑖 = �̇�𝑜𝑢𝑡,𝑖 + �̇�𝑔𝑒𝑛,𝑖 (10) 

 

𝐾𝑆𝑀𝑅 =
(
𝑦𝐶𝑂𝑃𝑆𝑀𝑅
𝑃𝑜

) (
𝑦𝐻2𝑃𝑆𝑀𝑅
𝑃𝑜

)
3

(
𝑦𝐶𝐻4𝑃𝑆𝑀𝑅

𝑃𝑜
) (
𝑦𝐻2𝑂𝑃𝑆𝑀𝑅

𝑃𝑜
)
 (11) 

 

𝐾𝑊𝐺𝑆 =
(
𝑦𝐶𝑂2𝑃𝑊𝐺𝑆

𝑃0
) (
𝑦𝐻2𝑃𝑊𝐺𝑆
𝑃𝑜

)

(
𝑦𝐶𝑂𝑃𝑊𝐺𝑆
𝑃𝑜

) (
𝑦𝐻2𝑂𝑃𝑊𝐺𝑆

𝑃𝑜
)
 (12) 

 

Where (�̇�) is the molar rate of any (i) substance, (𝑃𝑆𝑀𝑅), (𝑃𝑊𝐺𝑆), are the pressure of reforming and shift 

reactions, (𝑃𝑜) is the reference pressure, (𝑦) is the molar fraction for (i) substance.  

Overall  

 The overall analysis is defined as shown:  

휂𝑒𝑛,𝑂𝑉 =
�̇�𝐻2 ∙ 𝐿𝐻𝑉𝐻2

�̇�𝑠 + �̇�𝐶𝐻4 ∙ 𝐿𝐻𝑉𝐶𝐻4
 (13) 
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휂𝑒𝑥,𝑂𝑉 =
�̇�𝐻 ∙ 𝑒𝑥𝐻

�̇�𝑥s + �̇�𝐶𝐻4 ∙ 𝑒𝑥𝐶𝐻4
 (14) 

 

Where (�̇�𝐻2) is the hydrogen mass flow rate, (𝐿𝐻𝑉𝐻2) is the lower heating value of hydrogen, (�̇�𝐶𝐻4) is 

the methane mass flow rate, (𝐿𝐻𝑉𝐶𝐻4) is the lower heating value of methane, (𝑒𝑥𝐻) is the chemical 

exergy of hydrogen, (𝑒𝑥𝐶𝐻4) is the chemical exergy of methane, and (�̇�𝑥s) the solar exergy.   

RESULT  

In this section, the solutions obtained are based on the mathematical models that are solved 

simultaneously using Engineering Equation Solver (EES) software. The chemical equations are 

considered at equilibrium assuming that reactions occur instantaneously. These models are first 

validated by comparing the results with those of experimental data then the analyses are conducted as 

presented in the following 

Validation   

The verification of the system is conducted by comparing individual subsystem results with established 

literature findings. Validation of the central receiver model involves comparing it with the Solar One 

central receiver [12], which has a capacity of 34 MWth, as depicted in Figure 2. This process includes 

an analysis of the energy efficiency of the receiver in our model, contrasted against the efficiency of 

Solar One under varying levels of energy absorption in the central receiver. Furthermore, the validation 

of the steam methane reforming (SMR) system, which operates at a pressure of 1 bar and a steam-to-

carbon ratio of 2:1, is shown in Figure 3. This illustration shows how the methane conversion factor and 

the hydrogen molar fraction change with increasing temperature, comparing these variations to those 

documented in the prior paper [16]. 

The comparative validations shown in both Figure 2 and Figure 3 for the receiver and the SMR agree 

well with the published work and confirm that the model results are acceptable.  

 

 

Figure 2. Validation of current central receiver model efficiency 

with solar one project [12]. 
Figure 3. Comparison of hydrogen mole fraction at 1 bar, S:C 
of 1, and methane conversion at 1 bar, S:C of 2 with literature 

[16] 

Parametric analysis Results  

A parametric analysis is conducted to assess the system’s performance in producing hydrogen using 

the energy and exergy approaches as defined in the analysis section. Most hydrogen is generated 

during the reforming process as clarified in the reaction equation (8). Thus, Figure 4 presents the effect 

of reforming temperature on the overall efficiencies including energy and exergy efficiencies and the 

amount of hydrogen within the reforming reaction.  

It is noticed that the efficiencies increase from 500°C, however, above 750°C the efficiencies curves 

levelized and there is no improvement in the performance. Similarly, the mass flow rate rises to 750°C, 

and no more mass is generated at higher temperatures. The rest amount of the hydrogen is generated 

in the WGS reaction by consuming the carbon monoxide with steam and the final products are hydrogen 
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and carbon dioxide. In contrast to the reformer, the higher the temperature in the shift reaction, the less 

hydrogen can be produced, thus, the system efficiencies decrease marginally with high temperature. 

Nonetheless, the reaction normally occurs at high temperatures, e.g. at 300°C, this limitation is regraded 

to the reaction rate, which at low temperatures it’s not sufficient to operate due to the long-time of the 

reaction. Figure 5 illustrates the effect of shift reaction on the system efficiencies and the total mass 

flow rate of the hydrogen at different operating temperatures. While the shift reaction affects the overall 

system performance, it’s not as significant as the reforming process. 

 

 

Figure 4. The effect of reformer temperature on overall energy 

and exergy efficiencies and the hydrogen mass flow rate 

Figure 5. The effect of shift reaction temperature on the overall 
system’s energy and exergy efficiencies and hydrogen mass flow 
rate 

One of the major factors in steam reforming is the amount of added steam represented in the steam-

to-carbon ratio (S:C). Usually, the added steam is favorable to increase the hydrogen molecules; 

however, not all hydrogen can be extracted from steam. Figure 6, shows that the performance and the 

hydrogen mass flow rate of the overall system accelerate up to 4 ratio and then no more improvement 

is progressed. Figure 7 is associated with central receiver performance and due to the large surface 

area of the receiver tubes and the height of the tower, the wind velocity has a noticeable effect on the 

overall performance. As shown in Figure 7 up to 5 m/s wind speed the change is slightly sighted while 

above it, the decline is increased along with wind velocity. Even, the amount of the decline is still less 

than 1% for both energy and exergy efficiencies.  

 
 

Figure 6 the effect of steam to carbon ratio on the overall system’s 
energy and exergy efficiencies and hydrogen mass flow rate. 

Figure 7 the effect of wind velocity on the overall system's 
energy and exergy efficiencies and hydrogen mass flow rate 

Conclusion 

This research demonstrates the potential of combining concentrated solar power with SMR for 

sustainable hydrogen production. By utilizing the abundant solar energy, methane feedstock can be 

converted to hydrogen with a minimum amount of carbon emissions. The current paper addresses the 

overall performance of the solar tower-based SMR system to reveal the system's preferable conditions. 

The reformer temperature appears to be the main factor that affects the overall performance and 
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hydrogen production. The results show that 750°C is the optimal operating temperature, and 7.3 kg/s 

of hydrogen is generated at a solar tower scale of 220 MWth at the operating conditions of Almadina 

city as provided in the system description. Moreover, the wind velocity has a slight effect on the overall 

performance ultimately less than 1%. It should emphasized that the proposed integration of the solar 

tower with SMR mitigates a minimum of 12 kg/s of CO2 emissions that would be generated due to 

methane combustion. 
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ABSTRACT 
 
This paper showcases the idea of using blockchain technology and subfields of Artificial Intelligence 
(AI) to establish an efficient hydrogen trading mechanism. A review literature study was conducted in 
order to understand the abilities of the blockchain to run hydrogen trading contracts. Furthermore, to 
establish and characterize an example of a smart contract that would cover needed aspects of the 
hydrogen trading mechanism. As a key outcome, blockchain technology with AI-based predictions can 
organize the hydrogen trading market under one decentralized network, where all traders are connected 
and transaction costs and risks associated with intermediaries are decreased. Subfields of AI are able 
to provide accurate and efficient hydrogen predictions by using train models that collect historical and 
real-time data. Results given by AI algorithms should help participants to determine future demand for 
hydrogen credits, leading to more accurate pricing and distribution on the market. Also it was found that 
for the implementation of prediction model to the blockchain a special structure like oracle, service that 
enables predicted data to flow from the off-chain environment to on-chain, needs to be used. As a result, 
hybrid smart contract structure with AI-based predictions suitable for hydrogen trading were described. 

 
Keywords: hydrogen trading, blockchain, artificial intelligence. 
 

INTRODUCTION 
 
The impact of climate change and environmental degradation becomes more obvious, so concern over 
clear ways of energy production has rapidly increased. New sources for energy production were taken 
under account and usage worldwide, crucially in countries where elaboration of the natural gas is 
difficult. Renewable energy such as wind, solar and hydrogen are examples of a global approach to 
reduce pollution. However, achieving reliable management of an energy market and economic assets 
requires better and more efficient organization. Hydrogen market is a new mechanism compared to 
other energy facilities. Green hydrogen (H2) is a clean energy source that is produced by splitting water 
into hydrogen and oxygen using electricity from renewable sources. It does not rely on fossil fuels and 
can replace them in various applications. In order to spread domestically and globally with a larger 
number of participants hydrogen needs an optimized market. The development of the hydrogen market 
in the European Union is guided by the strategic goals of prioritizing safety, affordability and autonomy 
[1]. Countries in Europe have all the power to become a leader in their region and continue influence 
abroad [2].  Nevertheless, market systems have their limitations. As an example from another field - 
carbon emissions trading mechanism that already has several running systems. The application of 
blockchain technology for multi-tier supply chain and carbon trading  was tested [3 ]. One of the biggest 
challenges facing carbon trading is the establishment of a decentralized system for companies, where 
in registries the data and transactions will be stored and monitored [4]. In the case of hydrogen, a 
hydrogen credits framework referenced to carbon credits was established, with the needed policies for 
the international market [5]. That allows us to suggest the implementation of blockchain infrastructure 
to create a hydrogen market with decentralized secure connection between parties. 
 
BLOCKCHAIN 
 
Blockchain is a distributed ledger system, the core technology of cryptocurrencies, NFTs, and smart 
contracts, that was founded by Satoshi Nakamoto in 2008. Technology itself presents “blocks” inside 
the “chain” where all the data is connected with a previous and the next one. Blockchain begins with a 
genesis block that does not have previous hash, all next blocks on the chain have hashes with a unique 
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cryptographic information about previous and the next hash, all these hashes are linked and correlated. 
This supposes that any change inside the one block will affect the whole system and gives an error as 
the result. Blockchain solves the double spending problem - duplication of digital content, and creates 
an immutable record. On account of this, the transaction process is recorded in the entire decentralized 
ledger network with the same code at the same time without financial intermediaries [6]. Inside the 
system, no organization can manipulate or compromise the data, to change one block or data the whole 
chain needs to be re-mined. Thus blockchain provides security, transparency, and permanence, as an 
example Bitcoin has never been hacked. Blockchain-based Ethereum allows hosting of smart contracts, 
script software imitation of a traditional contract that runs if agreed conditions have been met. To 
achieve the agreement between nodes - and users and gain a new block, blockchain has consensus 
mechanisms such as Proof of Stake is a mechanism used by the new version of Ethereum. PoS requires 
validation of its tokens in order to become a participant in a consensus. From afar it works like a lottery 
where you need to buy your invitation to create a new block.   
  Blockchain technology has the capability to increase the effectiveness of the hydrogen trading 
process. Blockchain can ensure that all information related is tamper-proof, secure, and decentralized.  
In addition, blockchain technology could enable the tracking of hydrogen units offset data such as 
renewable energy certificates, making the process more reliable and easier to verify [7]. The smart 
contracts of blockchain-enabled new hydrogen trading platforms can automate the process of rewarding 
companies for their clean energy efforts and encourage greater participation in renewable energy 
trading.  
  To enable blockchain system with artificial intelligence subfields as prediction models, information and 
data from outside the blockchain must be used. This can be achieved using oracles, by oracles 
resources from off the decentralized system could be taken inside the smart contract structure and 
some of the blind spots could be closed [8]. ML as a field of AI takes huge energy for data operation 
and prediction, thus it could be wasteful to build an ML-model directly into the blockchain. Ethereum for 
an off-chain environment suggests using oracles. It helps smart contracts access and use various ML 
models and algorithms that can enhance their capabilities and performance. Oracles use data such as 
market prices, and weather forecasts, as well as to interact with other systems, such as payment 
platforms, cloud services, and Internet of Things (IoT) devices.  
 
 
ARTIFICIAL INTELLIGENCE 
 
To start from afar, artificial intelligence (Al) is a software technology, a complicated operation of AI 
similar to the human brain, and provides the most suitable option from a variety of possible [9]. AI covers 
neural networks, deep learning (DL), machine learning (ML), forecasting, methods, data analysis,  and 
problem-solving topics [10]. One of the suggestions is that we can use underlying techniques of AI to 
manage and enhance trading systems. As for the blockchain and smart contracts, machine learning 
models can provide more reliable data and predictions.  Machine learning can predict production of 
hydrogen, allowing market participants to make more informed decisions. Predictive analytics can help 
companies and traders determine future demand for hydrogen units, leading to more accurate pricing 
in the market. On the one hand, AI-based systems can provide control and predict more accurate data. 
On the other hand, it can establish interactions inside the software system as between traders in further 
evaluation. By doing so, underlying AI algorithms can provide control and predict more accurate data 
for big data analytics, and establish interactions inside the software system as between traders in further 
evaluation for blockchain applications. 
 
 
PROPOSED SYSTEM 
 
One of the main objectives of this research is to try to establish and characterize a smart contract with 
an opportunity for prediction models implementation, that can create secure trading transactions on a 
blockchain platform in a case of hydrogen. In the process a Solidity and Remix - Ethereum IDE is being 
used to test and debug the smart contract [11]. For an implementation of the AI subfield to the smart 
contract. an oracle is needed to be used. For example, oracles enable smart contracts to use Google 
Cloud’s BigQuery ML to train and deploy ML models using SQL, and then send the results back to the 
system.. Adding oracles also helps Veridium’s smart contracts use IBM Watson’s natural language 
processing to analyze news articles and social media posts about climate change and carbon policies. 
Another example is Google Cloud building hybrid blockchain in collaboration with Chainlink provides 
weather prediction for the services [12]. Out of existing systems, to provide input and output data from 
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the oracle, the Chainlink – decentralized oracle was taken under closer assessment. Chainlink uses a 
network of nodes that provide market data, weather data, automation, randomness and API, and 
information from off-chain sources to on-chain smart contracts from trusted sources via oracles. Thus, 
Chainlink can use Google Cloud’s BigQuery ML to train and deploy machine learning models using 
SQL, and then send the results to smart contracts via oracles [12]. 
   Writing a smart contract that uses Chainlink and Google Cloud ML contains several stages. First, a 
machine learning model needs to be created and deployed on Google Cloud ML that can make unit 
predictions based on some input data. Second, an oracle service needs to be chosen and integrated 
with the smart contract and the machine learning model. The oracle service can be either centralized 
or decentralized, depending on the security and reliability requirements. For example, Chainlink is a 
decentralized oracle service that can connect the smart contract to any external data source or system 
in a secure and transparent way. Third, the logic and parameters for input and output data from the 
oracle service need to be defined in the smart contract. The final result of running the code that depends 
on the data from the oracle service also needs to be specified in the smart contract. For example, a 
smart contract for hydrogen trading can request the prediction of produced units from the machine 
learning model using SQL queries, and use it to determine the cost. A smart contract for proposed 
hydrogen trading can use Chainlink and Google Cloud ML to request the prediction of hydrogen units 
from a Google Cloud ML model using SQL queries. Generally, and for APIs and for cloud platform 
function with proper request is built into the smart contract code.  
 
The smart contract expects to include several components and functions that enable the following 
features: 
  Registration: The smart contract provides a mechanism for parties to join the blockchain network as 
either buyers or sellers of hydrogen units. Each party has a unique identifier and a balance of 
hydrogen units. The smart contract also maintains a list of registered participants and their roles on 
the network. 
  Trading: The smart contract facilitates the exchange of hydrogen units between buyers and sellers. 
The smart contract allows buyers and sellers to create, accept, or cancel offers for hydrogen. Each 
offer has a price, quantity, and expiration time that are specified by the offer creator. It also keeps 
track of the completed transactions on the blockchain ledger and updates the balances of the involved 
entities accordingly. 
  Prediction: The smart contract leverages machine learning models to forecast the future trends of 
hydrogen production and market prices. The smart contract uses historical and current data from the 
blockchain ledger and other sources as inputs for the models. The smart contract also refreshes the 
models periodically with new data to improve their accuracy and reliability. 
  Verification: The smart contract ensures the integrity and quality of the hydrogen data that are 
reported by the parties. The smart contract uses oracles to access external data sources that can 
verify and validate the data provided by the entities. Oracles are trusted third-party services that can 
communicate with the smart contract and feed it with external data like a bridge. The smart contract 
also rewards or penalizes the participants based on their actual hydrogen units compared to their 
allowances or credits. 
 
 
RESULTS AND DISCUSSIONS 
 
In this paper, the potential of blockchain technology and AI subfields to enable smart contracts for 
efficient hydrogen trading was explored. A literature review was conducted to understand how 
blockchain can run hydrogen trading contracts.  
Main findings are: 
Blockchain technology with AI-based predictions can create a decentralized hydrogen trading network, 
where all traders are connected and transaction costs and risks are reduced. 
AI subfields can provide accurate and efficient hydrogen predictions by using trained models that collect 
historical and real-time data. These predictions can help traders to determine the future demand for 
hydrogen credits, leading to more optimal pricing and distribution in the market. 
To implement prediction models on the blockchain, a special structure like an oracle is needed. An 
oracle is a service that allows predicted data to flow from the off-chain environment to the on-chain 
smart contract.  
A description of a hybrid smart contract  with ML-based predictions that is suitable for hydrogen trading 
was given. 
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CONCLUSIONS 
 
In conclusion, both blockchain technology and artificial intelligence are popular and discussable topics 
nowadays, with high expectations for the future. We still need professionals who can continuously write 
such smart contracts. Hopefully, this idea will continue its development and bring us new models and 
achievements in the hydrogen trading system.  
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ABSTRACT  

In this study, hydrogen production at low temperatures is experimentally investigated. The presented 

study consists of three main stages. The first of these is thermal energy production, the second is 

electricity generation, and the third is hydrogen production. Parabolic trough collector (PTC) is used for 

thermal energy generation, organic Rankine cycle (ORC) is used for electricity generation, and proton 

exchange membrane (PEM) electrolyzer is used for hydrogen production. All of the electricity obtained 

from the ORC system, which has a unique design, is used for hydrogen production. In the presented 

study, the turbine output power is calculated as 1.956 kW and the net power of the ORC system is 

calculated as 1.381 kW.  

Keywords: PTC, Hydrogen production, Green hydrogen, Thermodynamic analysis.  

 

INTRODUCTION 

The prominent option to cope with the global energy and climate crises is using alternative energy 

technologies. The most important alternative source to fossil fuels is renewable energy. Among the 

renewable energy sources, the most economical and applicable energy source is solar energy. There 

are two options to benefit from solar energy. These systems produce direct electricity (PV systems) and 

indirect electricity production (collector systems). In this study, the parabolic trough collector (PTC) 

system, which is a type of thermal collector system that produces indirect electricity, was examined 

experimentally. PTC systems are widely used in renewable energy power plants because they produce 

thermal energy at high temperatures [1]. PTC systems are used to produce steam energy for electricity 

generation, in addition to being used in heating processes, air conditioning and cooling applications [2]. 

There are various studies in the literature using PTC systems. Some of these are; Razmi et al. (2022) 

[3] presented the thermodynamic and economic analysis of the solar energy-assisted hydrogen 

production system in their study. As a result of the study, the exergy efficiency and cost of the presented 

system were found to be 17.6% and 592.4 $/hour, respectively. Sathish et al (2023) [4] examined the 

thermodynamics and cost analysis of the PTC-assisted hydrogen production system. The highest 

amount of heat energy obtained in the PTC system was calculated as 25.489 MW and the thermal 

efficiency was 82%. In addition, the cost of daily hydrogen production was found to be 212.3 $/kg. 

In this study, the thermodynamic analysis of the PTC-assisted electricity and hydrogen production 

system is discussed experimentally. In the study, the amount of hydrogen to be obtained and the 

parameters affecting the energy efficiency of the system are evaluated holistically. In addition, it is 

aimed to determine ideal operating conditions to increase hydrogen production. 
 
MATERIALS AND METHODS 

In this section, the working principle of the experimental set and the formulas required for 

thermodynamic analysis are presented. The flow chart of the presented experimental set is presented 

in Figure 1. The collector has a mouth opening of 1.54 m2. Figure 2 shows the PTC used in the study. 

Thermal energy coming out of the collector (point 2) is transferred to the ORC system through the heat 

exchanger. R1234yf fluid is used as the working fluid in the ORC system. The fluid temperature at the 

turbine inlet is approximately 122°C. Some of the energy produced by the turbine is spent in pumps. 

After subtracting the energy expenditures on the pumps, the net work obtained from the ORC system 

is found. All of the energy produced is transferred to the proton exchange membrane electrolyzer 

(PEMe) for hydrogen production. There are two basic requirements for the production of green 
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hydrogen, in other words, by the electrolysis of water using a renewable energy source. One of them is 

electricity and the other is water. The water used in PE must be ultrapure water. The main reason for 

this is that the membrane pores are not clogged.  
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Fig. 1. Flow chart of PTC based hydrogen production system 

 

 
Fig. 2. PTC used in the experimental study 

 
While performing thermodynamic performance analysis, energy analysis method was used for various 

parameters that ambient temperature, mass flow, and turbine inlet temperature, and a package program 

called Engineering Equation Solver (EES) was used. The energy equations applied to each component 

in the proposed system are given below [5]; 

∑�̇�𝑖𝑛 = ∑�̇�𝑜𝑢𝑡          (1) 

∆𝐸 = ∑ �̇� − ∑�̇� + ∑�̇�𝑖𝑛ℎ𝑖𝑛 −∑�̇�𝑜𝑢𝑡ℎ𝑜𝑢𝑡       (2) 

�̇�𝑠𝑜𝑙𝑎𝑟 = IAσα           (3) 

휂 =
�̇�ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛𝐿𝐻𝑉

�̇�𝑠𝑜𝑙𝑎𝑟
          (4) 
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RESULTS AND DISCUSSION 

In this section, the graph obtained as a result of the thermodynamic analysis of the experimental study 

presented is shared. Figure 3 shows the change in the energy efficiency of the system and the amount 

of hydrogen production depending on the turbine inlet temperature. If the turbine inlet temperature 

increases from 100°C to 200°C, the energy efficiency of the entire system increases from 1.30% to 

6.46%. Moreover, as another result of this increase in the turbine inlet temperature, the amount of 

hydrogen production increases from 0.000002211 kg/s to 0.00001045 kg/s. In the thermodynamic 

analysis of the system, the radiation intensity was measured as 550 W/m2, the fluid flow rate in the 

ORC system was 0.04 kg/s and the collector outlet temperature was measured as 126°C. As a result 

of the study, turbine inlet temperature is an important parameter of system efficiency and hydrogen 

production amount. 

 

 

 
Fig. 3. Change in energy efficiency and hydrogen production amount of the presented system 

depending on turbine inlet temperature 

 

CONCLUSIONS 

In this study, PTC supported electricity and hydrogen production system used to benefit from solar 

energy is discussed. It has been observed that the turbine inlet temperature has a significant effect on 

the amount of electricity production, the energy efficiency of the system and the amount of hydrogen 

produced. The main results obtained as a result of the study are given below. 

 

• The amount of energy produced from the turbine was measured as 1.9 kW. 

• The energy efficiency of the system is calculated as 2.24%. 

• The amount of hydrogen obtained from PEMe is 0.00000372 kg/s. 

 
NOMENCLATURE 

A Area, m2 
Ė Energy rate, kW 
h Specific enthalpy, kJ/kg 
ṁ Mass flow rate, kg/s 

�̇� Heat energy, kW 

�̇� Work, kW 
 

Greek Letters 

휂 Energy efficiency 
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ABSTRACT 

In this study, the hydrogen production system integrated into the solar-organic Rankine cycle (S-ORC) 

system is discussed. An evacuated tube solar collector (ETSC) is used to benefit from solar energy. The 

thermal energy obtained from the collector is produced in the integrated ORC system. Different fluids are 

examined comparatively in the S-ORC system. As a result of the study, the energy efficiency of the whole 

system for hydrogen production was calculated as 47.86%, 50.7%, 65.75% and 53.55% by using R134a, 

R1234yf, R410a and R32 fluids in the ORC system.  

Keywords: Solar-ORC, Hydrogen production, Green hydrogen, Energy efficiency. 

 

INTRODUCTION 

The global climate crisis is a prevalent problem for all countries. For this reason, developed and 

developing countries base their energy policies on decarbonization. There are three main reasons for 

the global climate crisis. These; anthropological effects, volcanic activities and solar radiation. Among 

these three factors, the only parameters that can be avoided and that we can focus on in solving the 

climate crisis are anthropological factors [1]. Hydrogen energy is the prominent solution option among 

existing energy technologies to protect against the consequences of industrial activities with 

anthropological effects. In particular, hydrogen energy obtained from renewable energy sources by 

electrolysis of water, in other words, green hydrogen production, forms the basis of states' hydrogen 

policies. Solar, wind and geothermal energy are widely used in green hydrogen production [2, 3]. Roy 

and Samanta, (2024) [4] made a thermodynamic and economic analysis of solar energy-assisted 

hydrogen production. A parabolic trough solar collector and solid oxide electrolyzer were used in the 

presented study. The exergy efficiency of the entire presented system was calculated as 10.16% and 

its cost was 1.021 $/kg. Karayel and Dincer, (2023) [5] examined solar energy-supported hydrogen 

production for different regions of Canada. Hydrogen was produced using alkaline, proton exchange 

membrane and anion exchange membrane electrolyzers. The highest hydrogen production was 

obtained in the anion exchange membrane with 211.17 Mt. 

In this study, solar energy-assisted hydrogen production is discussed. The main purpose of this study 

is to examine energy changes depending on different working fluids in the ORC system used at low and 

medium temperature intensity.  

MATERIALS AND METHODS  

In this section, information about the experimental study will be given and details of the thermodynamic 

analysis of the experimental set will be shared. In the presented experimental study, an evacuated tube 

heat pipe solar collector (ETHPSC) with low and medium temperature density is used to benefit from solar 

energy, organic Rankine cycle (ORC) for electricity production and proton exchange membrane 

electrolyzer (PEMe) for hydrogen production. The flow chart of the presented study is shown in Figure 1. 

Terminal VP-1, a heat transfer oil, is used as the working fluid in ETHPSC. The heat transfer oil coming 

out of the collector is transferred to the ORC system through the heat exchanger. Four different working 

fluids are used respectively in the ORC system. The fluids used in the ORC system are R134a, R1234yf, 

R410a and R32. The net energy obtained from the ORC system is transferred to PE for hydrogen 

production. Ultrapure water is used to clean the PEMe membrane pores. The purity of the water used 

directly affects the usage time of the electrolyzer. Water in PEMe is approximately 0.045µS.  
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Fig. 1. ETHPSC based hydrogen production system [6] 

 

While performing thermodynamic performance analysis, energy analysis method was used for various 

parameters that ambient temperature, mass flow, and turbine inlet temperature, and a package program 

called Engineering Equation Solver (EES) was used. The energy equations applied to each component 

in the proposed system are given below [7]; 

∑�̇�𝑖𝑛 = ∑�̇�𝑜𝑢𝑡          (1) 

∆𝐸 = ∑ �̇� − ∑�̇� + ∑�̇�𝑖𝑛ℎ𝑖𝑛 −∑�̇�𝑜𝑢𝑡ℎ𝑜𝑢𝑡       (2) 

�̇�𝑐𝑜𝑙 = 𝐼𝜌𝑟𝑒𝑓𝜌𝑟𝑒𝑐휀𝑟𝑒𝑐𝐴𝑛𝐴𝑟𝑒𝑐         (3) 

�̇�𝑠𝑜𝑙𝑎𝑟 = IAσα           (4) 

휂 =
�̇�𝑐𝑜𝑙

�̇�𝑠𝑜𝑙𝑎𝑟
           (5) 

RESULTS AND DISCUSSION 

In this section, the data obtained as a result of thermodynamic analysis are shared. Table 1 presents 

the energy efficiency and hydrogen production amount depending on four different fluids in the system 

operating at 95°C collector outlet temperature and 0.09 kg/s ORC working fluid flow rate. When the 

presented table is examined, the highest energy efficiency is obtained in R410a fluid with 65.75%. The 

lowest energy efficiency is achieved with R134a fluid. In addition, the highest annual hydrogen 

production is 131.3 kg/annual when R410a fluid is used. Figure 2 shows the change in energy efficiency 

of the entire system depending on the increase in turbine inlet temperature. All fluids show an increasing 

trend depending on the increase in turbine inlet temperature. Even though the highest energy efficiency 

is achieved in R410a fluid, the most notable change in inlet temperature occurs in R1234yf fluid. System 

efficiency increases from 15.47% to 78.91%. 
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Table 1. Obtained results from presented study 

 R134a R1234yf R410a R32 

Energy 
efficiency (%) 

47.86 50.7 65.75 53.55 

Hydrogen 
production 
amount 
(kg/annual) 

91.59 97.91 131.3 104.2 

 

 

 
Fig.2. Change in energy efficiency of the presented system depending on turbine inlet temperature 

 

CONCLUSIONS 

In this study, thermodynamic analysis of an ETHPSC-based hydrogen production system to benefit from 

solar energy is presented. The results obtained from the analysis based on the turbine inlet temperature 

are as follows; 

• The highest energy efficiency is when R410a fluid is used, with 65.75%. 

• The highest hydrogen production amount was calculated as 131.3 kg/annual. 

• Change in turbine inlet temperature is the basic parameter affecting system efficiency. 

 
NOMENCLATURE 

A Area, m2 
Ė Energy rate, kW 
h Specific enthalpy, kJ/kg 
ṁ Mass flow rate, kg/s 

�̇� Heat energy, kW 

�̇� Work, kW 
 

Greek Letters 

휂 Energy efficiency 
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ABSTRACT  

Hydrogen and its derivatives produced using renewable energy can have an important contribution to the 

energy transition and play a significant role in cutting greenhouse gas emissions. If produced with CO2 

from a sustainable source, synthetic fuels like e.g. methanol have the potential to replace some current 

fuels and to assist the chemical sector in moving away from fossil feedstocks. Amongst the renewable 

energies, solar energy has a huge potential, especially in the Earth's sunbelt which could become a large 

exporter of green hydrogen and methanol.  

Nevertheless, the cost-efficiently production of hydrogen and methanol using solar energy is quite 

challenging. On one side, the use of photovoltaics (PV) can provide low levelized cost of electricity, but 

power availability is limited to daytime and can fluctuate depending on solar radiation. Using batteries for 

storage is possible but too expensive for storing large amounts of electricity. On the other side, the 

concentrated solar power (CSP) with thermal storage technology enables to store energy at lower costs 

and to generate electricity round-the-clock but the levelized costs of electricity are higher than those from 

PV. 

Therefore, the combination of a concentrated solar power plant including a thermal molten salt storage 
with a photovoltaic power plant seems to be a good solution to ensure a relatively continuous power supply 
at low cost for the electrolysis and other process units. As these systems achieve more full-load times, 
they are expected to be more economical than systems without a storage option. This CSP/PV hybrid 
concept for hydrogen production can be e.g. coupled with a methanol production process. Models for both 
processes have been created and dynamic annual simulations were carried out. The full solar hydrogen 
and methanol production process chain has been evaluated and techno-economic analyses have been 
realized. In the case of solar hydrogen, production cost of 3.09 USD/kg has been calculated considering 
the anticipated cost reduction in the next years. In case of Methanol, a production cost of 726 €/t is 
expected, which demonstrate the attractive potential of this hybrid technology. 

Keywords: Hydrogen, Methanol, Solar Fuels, Concentrated Solar Power, Techno-economic 

Assessment. 

INTRODUCTION 

In order to achieve climate neutrality and to facilitate the breakthrough of renewable energies across all 

industries, hydrogen technologies will be crucial [1,2]. Green hydrogen and its derivatives, which is 

generated by renewable energy sources and traded globally, is largely seen as a key component of a 

future hydrogen economy [3] and its production in the earth's sunbelt with the combination of available 

land and strong solar radiation is particularly promising. For this, alkaline electrolysis, which is a viable 

and well-established technique [4], can be used and be powered by solar energy, meaning photovoltaics 

(PV) and concentrated solar power (CSP). However, it is difficult to produce hydrogen and methanol 

using solar energy in a cost-effective manner. On the one hand, using photovoltaics (PV) can result in 

low levelized electricity costs; nevertheless, power availability is dependent on solar radiation and is 

only available during the day. It is possible to store electricity using batteries, but the cost is still 

prohibitive. Conversely, thermal storage technology combined with concentrated solar power (CSP) 

allows for more cost-effective energy storage and continuous electricity generation; however, the 

levelized costs of electricity are greater than those of photovoltaic (PV) systems. 

Hence coupling photovoltaics with the concentrated solar power technology and thermal energy storage 
appears to be a good way to meet these requirements in locations with high solar irradiance. When 
solar radiation is not available, the stored heat can be used to generate electricity in the steam cycle or 
fed directly into the synthesis process. Thus, a concept based on the combination of these established 
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technologies and therefore suitable for short-term implementation for the solar production of hydrogen 
and methanol was developed and analysed in terms of economic viability. 
 

MATERIALS AND METHODS  

Alkaline electrolysis is combined with the provision of electricity from a CSP/PV hybrid power plant (See 

Figure 1). Models of the individual process components are created and annual yield calculations based 

on meteorological data carried out. A techno-economic assessment is carried out for three reference years 

(2020, 2030, 2045) considering possible decreasing costs for CSP and PV [5, 6] and for three locations 

to show the impact of various solar resources. An amortisation period of 20 years and an interest rate of 

5% was assumed. Selling excess electricity and oxygen as a by-product is not considered. The models 

contain cost functions in order to optimise the capacity of the individual process components with regard 

to minimising the product costs. Based on this hydrogen and methanol production costs were determined. 

A sensitivity analysis shows how a variation in the cost assumptions effects the final results. 

 

 
 

Fig. 1. CSP/PV hybrid electrolyser driven concept (for hydrogen and for methanol production) 

 

RESULTS AND DISCUSSION 

Production costs are heavily dependent on solar irradiation and lowest costs are therefore achieved for 

the location with the highest solar resource. For hydrogen, the lowest levelized cost of hydrogen LCOH 

are calculated to 4.04 USD/kg for the current PV and CSP investment costs and to 3.09 USD/kg for the 

future scenario (See Figure 2) For methanol, depending of the CO2 source required for its production, 

production costs are in range of 726 to 974 €/t. In all cases, integrating concentrated solar power with 

photovoltaic technology is the most economically promising concept according to the assumptions made. 

 

 
 

Fig. 2. Results of the hydrogen production costs [https://www.mdpi.com/1996-1073/14/12/3437] 

 

CONCLUSIONS 

In order to produce hydrogen and methanol cost-efficiently with renewable solar energy, an alkaline 
electrolyser system and a methanol production plant driven by a hybrid CSP/PV power plant has been 
modelled and optimized. Dynamic annual simulations were carried out for different locations. Techno-
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economic assessments have been conducted and the entire solar hydrogen and methanol generation 
process chain assessed. In the case of solar hydrogen production, the estimated cost decrease of PV and 
CSP components in the upcoming years has led to a production cost of 3.09 USD/kg. A production cost 
of 726 €/t is anticipated for methanol, illustrating the hybrid technology's appealing potential. 
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ABSTRACT  
Biohydrogen (Bio-H2), a sustainable and environmentally friendly energy alternative, is critical in 

transitioning towards a more energy-efficient future. This research investigated the potential of utilizing 

poplar leaves as a substrate for bio-H2 production with dark fermentation process, an underexplored area. 

Through a series of fifty-eight experimental runs according to the Box-Behnken Design (BBD), insightful 

findings were obtained about the bio-H2 production process. The ideal maximum bio-H2 production rate 

was estimated at approximately 0.2 mL/h, with an optimal time constant of about one hour. This study 

also identified optimal operational conditions for maximizing bio-H2 production using Design-Expert 

statistical software with the BBD tool: an acid concentration of 10 %, a biomass quantity of 2.009 g, an 

initial pH of 7.65, a temperature of 39.9 °C, and a mixing ratio of 325.66 rpm. These conditions were 

projected to produce a maximum bio-H2 production of 0.76 mL/g.  

Keywords: Biohydrogen, Poplar leaves, Dark fermentation, Box-Behnken design, Optimization. 

 
INTRODUCTION 
At present, the conversion of natural gas and other fossil-based products, which is fairly cost-effective 

but has negative environmental effects, is the main source of H2 generation on an industrial scale. 

Typical H2 production technologies are not sustainable since they rely on supplies that are not 

renewable. On the other hand, the production of biohydrogen (bio-H2) from algae, agricultural waste, 

and energy crops has been described as a source of green and sustainable energy [1]. To address the 

shortcomings of traditional or industrial-scale H2 production procedures, biological approaches such as 

dark fermentation (DF), photofermentation (PF), and hybrid methods have attracted a significant 

amount of interest [2]. In more recent research, complex feedstock has gained significant attention, 

such as agricultural residues, industrial wastes, livestock waste, energy crops, and organic fractions of 

municipal waste [3]. Energy crops have been utilized to generate bio-H2 more sustainably among these 

biomass resources. In general, lignocellulosic energy crops may produce more in less ideal conditions 

with low risk and need fewer fertilizer supplies.  

So, one viable method for obtaining sustainable biomass is to grow lignocellulosic energy crops 

on degraded areas. It is vital to evaluate the biomass produced by energy crops on marginal or 

degraded lands to understand the potential of bioenergy systems. However, there is limited study on 

using energy crops for bio-H2 production. Besides, to our best knowledge, the optimization studies with 

the Box-Behnken design (BBD) tool for bio-H2 production using poplar leaves are insufficient and 

limited. Also, there is no study on bio-H2 production using the DF process in the presence of a 

commercial microorganism source. Therefore, there is a crucial need for a comprehensive study on 

optimizing the DF process, which is performed using poplar leaves and commercially available 

microorganism sources.  

Further to note that this is the amplest study on bio-H2 production from poplar biomass with the 

help of commercial and cheap microorganism sources. The effects of operational factors such as acid 

concentration (AC), biomass concentration (BC), initial pH (pH i), temperature (T), mixing ratio (MR), 

and microorganism concentration (MC) were studied to evaluate the optimum conditions. The BBD was 

carried out to evaluate the impact of the variables on the production of bio-H2 and to optimize the 

process performance with the least amount of experiments. A mathematical model of BBD may also be 

used to forecast process results without the need for running tests, which suggests a good potential for 

use in pilot or real-scale applications. 
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MATERIALS AND METHODS  
Bio-H2 production using anaerobic DF was performed in 250 ml flasks with a volume of 100 mL on batch 

operating mode. The specified volume of acid-treated hydrolysate and inoculum (commercial 

microorganisms) was fed into the flasks and the pH was adjusted to the desired values. Each flask was 

covered using aluminium foil to prevent light intrusion into the reactor and the caps of the flasks were 

tightly closed with an airtight stopper, allowing the reactor to remain in oxygen-free conditions. Then, the 

bottles were placed on a heated magnetic stirrer, and anaerobic condition was guaranteed by purging the 

airtight flasks with pure N2 gas. The operating time of fermentation experiments was 12 hours. The 

produced gas from the reactor was analyzed with an H2 gas sensor. 

The poplar leaves utilized in this study were harvested from the private garden in Thornhill, 

Canada. In the pre-treatment step, the specified amount of poplar leaves (2-10 g) was mixed at 150 rpm 

with various concentrations (1-6%, v/v) of 10 mL HCl acid solution in 25 mL flasks to obtain a slurry and 

pre-treatment experiments were conducted in an autoclave at 120 °C for 30 min. The response surface 

methodology (RSM) with the BBD tool was used for experimental design and optimization. The BBD 

consists of three basic steps: evaluating the model's suitability, predicting the response variables, and 

identifying the minimal number of carefully selected statistically constructed experimental runs. The 

BBD was performed to enhance bio-H2 production and obtain maximum H2 production rate, and 

consider the combined and individual impact of operational variables. Design Expert 13 was used for 

the statistical design and data analysis. 

 
RESULTS AND DISCUSSION 
The combined effects of several operational parameters on bio-H2 production were investigated. Among 

all operational parameters, the acid concentration was found to be the most effective operational 

parameter on bio-H2 production. Results revealed that the bio-H2 production decreased with the 

increasing biomass amount at constant acid concentrations (Fig. 1a). For instance, the bio-H2 

production decreased from 0.4 to 0.2 mL/g with increasing biomass concentration from 2 to 10 g at the 

acid concentration of 10%. Similar results were observed for the other acid concentrations. The 

inadequacy of the fermentable sugars could explain the decrease in bio-H2 production at high biomass 

amounts. Namely, the low bio-H2 production obtained at high biomass concentrations shows that the 

acid utilized in the pre-treatment step cannot adequately decompose the biomass into valuable sugars. 

Therefore, increasing the biomass by keeping the acid concentration constant will not increase bio-H2 

production alone. On the contrary, as seen in the results, the remaining biomass without being degraded 

into sugars causes agglomeration in the environment, creating an unsuitable environment for 

microorganisms, and causing a decrease in hydrogen production. However, there was no significant 

change in bio-H2 production considering the combined effect of microorganism amount and 

temperature (Fig. 1b). 

 

 
(a) 

                  
(b) 

 
Fig. 1. Combined effects of parameters on production: (a) Biomass amount-acid concentration and (b) 
microorganism amount-temperature. 
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CONCLUSIONS 
This study has presented a novel approach to generating renewable bio-H2 using poplar leaves. 

Moreover, the BBD methodology was performed to optimize the efficiency of the DF for bio-H2 production. 

In total, fifty-eight experimental runs were performed, and the combined effects of operational parameters 

were investigated. The optimum operational parameters predicted using BBD were an acid concentration 

of 10%, a biomass quantity of 2.009 grams, an initial pH of 7.65, a temperature of 39.9 °C, and a mixing 

ratio of 325.66 rpm considering the highest bio-H2 production of 0.76 mL/g. In conclusion, this study offers 

significant benefits as one of the limited number of studies investigating the combined effect of operational 

parameters on bio-H2 production using the DF process. 
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ABSTRACT  

This research explores the use of pollutants generated by hydrogen production plants to enhance 

efficiency while reducing environmental impact. The introduction traces the history of fuel cell 

development and highlights the environmental concerns associated with hydrogen production, focusing 

on the growing demand for this versatile energy carrier. To achieve the objectives of the study, computer 

experiments were used to simulate the chemical equations that occur inside luminous insects. The 

research hypothesis assumes a positive relationship between the use of emissions and reduced 

environmental impact, as well as increased fuel cell efficiency. In conclusion, this research seeks to 

address pressing environmental concerns related to hydrogen production. The study also aims to 

benefit from emissions resulting from hydrogen production, reduce environmental impact, increase the 

efficiency of fuel cells, and enhance global energy security. By reducing 60% of emissions, especially 

those associated with sulfur, nitrogen and carbon emissions, they will be used and exploited to generate 

a new type of energy. 

Keywords: Hydrogen, Energy, Fuel cell, Pollution, Renewable. 

INTRODUCTION 

The summary of the introduction provided covers the history, current state, and potential future 

developments in the field of fuel cells and hydrogen energy. 

Sir William Robert Grove developed the concept of fuel cells in 1838, pioneering the creation of a device 
that generates electricity by combining oxygen and hydrogen. Subsequent notable contributions were 
made by Friedrich Wilhelm Ostwald, who elucidated the relationship between various components of a 
fuel cell, and Francis Thomas Bacon, who developed a high-pressure nickel electrode fuel cell 
(Rayment and Sherwin, 2003). According to the 2022 International Energy Agency report, global 
hydrogen demand reached 94 million tons in 2021, mainly produced from natural gas, coal, and oil, with 
a small percentage from green hydrogen. Hydrogen production is associated with significant CO2 
emissions, with China being a major producer (Meng et al., 2021). The increase in hydrogen production, 
largely from fossil fuels, contributes to harmful emissions and global warming. Fuel cells offer a solution 
for remote areas lacking grid access. However, the production of hydrogen, especially gray and blue 
hydrogen, results in pollutants and toxic gases..(Niakolas et al., 2016). 

The Russian-Ukrainian war led to a significant rise in natural gas prices, especially in the European 
Union countries, where the data of the International Energy Agency indicate that Russia represents the 
largest source of natural gas to the European continent by 45((IEA), 2022), which made many countries 
to invest and move towards renewable energy and hydrogen energy, where hydrogen is considered It 
is one of the most abundant sources in the atmosphere, but it does not come in a natural or independent 
form, as some processes must be performed in order to extract it in its pure form, which results in many 
pollutants from these processes, and some of these gases are considered toxic, especially when 
manufacturing gray and blue hydrogen, which dominate the energy market Hydrogen, as they constitute 
more than 96% of the hydrogen currently generated around the world (Howarth and Jacobson, 2021) 
due to the low cost of these two types compared to green hydrogen.  

The study aims to develop a technology to reduce emissions and economic costs associated with 

hydrogen energy production. It proposes using the Firefly technique, a form of bioluminescence 

involving luciferin, and oxygen, to improve fuel cell efficiency. This technique has applications in various 

fields including biotechnology, space study, medicine, and pest control. This summary encapsulates 
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the evolution of fuel cell technology, its current challenges in terms of environmental impact and 

economic feasibility, and the potential innovative solutions being researched to address these issues. 

The summary highlights the challenges and opportunities in the context of global population growth, 

which has reached 8 billion, leading to increased energy demand. This demand surge has contributed 

to higher greenhouse gas emissions, with fossil fuels making up about 80% of the global energy mix. 

This scenario, outlined by the Environmental and Energy Studies Institute (EESI), underscores the need 

for solutions to reduce emissions, which are a major contributor to climate change and droughts 

worldwide. The study introduces the concept of the 'hydrogen contract', a response to the extensive 

development of hydrogen utilization technologies. Hydrogen is seen as a promising energy source due 

to its high energy density. The study aims to reduce and repurpose emissions from hydrogen 

production, converting them into a new form of energy, rather than releasing them into the atmosphere. 

However, previous research has been inconclusive, particularly regarding the effective use of emissions 

from hydrogen production facilities. The study, therefore, sets out five main objectives: 1) Utilizing 

pollutants from hydrogen production as an energy source, inspired by the bioluminescence of fireflies; 

2) Increasing the efficiency of fuel cells; 3) Reducing the environmental impact of hydrogen production 

facilities; 4) Enhancing energy supply through the successful development of this technology; and 5) 

Strengthening global energy security. These goals are crucial in addressing the increasing energy 

demands while mitigating environmental damage. 

The study also points out a gap in existing research. To date, there appears to be no comprehensive 

study on the utilization of pollutants from gray and blue hydrogen production stations across the globe. 

While many studies have focused on reducing emissions from these stations, there is a noted lack of 

research on how to beneficially use the emissions they generate. This identifies a significant area for 

potential study and innovation in the field of energy production and environmental management. 

LITREATURE REVIEW 

The literature review in this study broadly examines the environmental, economic, and technological 

aspects of hydrogen production and the impact of various pollutants on fuel cell performance. 

Impact of Pollutants on Fuel Cells: 

(Cheng et al., 2007) his study discussed the impact of pollution on the fuel cell. Highlighted that even 

small amounts of pollutants like CO, CO2, H2S, and NH3 significantly impair fuel cell performance, 

especially at low temperatures .According to (Krishnan et al., 2008) Focused on the adverse effects of 

pollutants in coal-derived gas on fuel cells, notably H2S, AsH3, PH3, and CH3Cl. They found that H2S 

and AsH3 particularly deteriorate cell performance. 

Environmental and Economic Aspects of Hydrogen Production: 

(Kothari et al., 2008) the aim of the study is to measure the effect of pollutants in coal-derived gas and 

their effect on the performance of the fuel cell.  Emphasized the benefits of using renewable energy for 

hydrogen production to achieve zero emissions. 

 According to (Dufour et al., 2009) Investigated the steam reforming process, including thermal and 

catalytic decomposition of methane gas. 

(Acar and Dincer, 2013) his study  aimed to compare the methods of hydrogen production from 

renewable and non-renewable sources. Compared hydrogen production methods in Turkey, 

considering environmental impacts, production costs, and energy efficiency. The results of the study 

indicate that different regions and the availability of raw materials in these regions have different options 

for hydrogen production. 

(Chai et al., 2021) Analyzed the pros and cons of different hydrogen production technologies, focusing 

on China's development in this area. The result of the study showed many disadvantages and 
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advantages of hydrogen production technology through electrolysis of water, which is characterized by 

being free of pollution, high purity of hydrogen, in addition to cleanliness. As for the disadvantages, they 

are the high-energy consumption, and the high hydrogen production cost. (Ullman and Kittner, 

2022)The study concluded indicated that autocatalytic decomposition is one of the most 

environmentally friendly processes .Found autocatalytic decomposition to be environmentally friendly 

and noted a decrease in CO2 emissions with steam reforming combined with CO2 storage. 

Specific Studies on Hydrogen Production Technologies: 

(Suleman, 2014) his study has two aims. First, study the process of re-forming methane gas with steam 

derived from natural gas. How much has been the study of electrical hydrogen production with 

renewable energy. The results of the study indicated that hydrogen production by natural gas had the 

greatest impact on the environment in terms of pollutants 

(Acar and Dincer, 2015) Examined the economic, environmental, and social effects of hydrogen 

production, contrasting fossil fuels and renewable energy sources. It found through the study that 

systems that depend on renewable energy sources to produce hydrogen achieved zero emissions 

harmful to the environment, but were less efficient and more expensive. While it showed that coal-

based, methods gave higher efficiency and lower cost 

(Nikolaidis and Poullikkas, 2017) Discussed the economic aspects of various hydrogen production 

methods, emphasizing the cost-effectiveness of the SMR process. the result of the study showed that 

the SMR process is one of the most cost-effective hydrogen production processes 

(Golmakani et al., 2020) Aimed to demonstrate the efficacy of steam methane reforming technology for 

high purity hydrogen production, addressing the challenges of removing impurities like nitrogen gas. . 

It found through the study that the alternating current layer was capable of removing methane, carbon 

dioxide and carbon monoxide. It also found that the zeolite layer was insufficient to get rid of from 

nitrogen gas. The effect of N2 impurity on PVSA performance further investigated by simulating two 

feeds with 3.1% and 1.1% N2. 

In summary, the literature review covers a range of studies that collectively analyze the impact of 

pollutants on fuel cells, the environmental and economic implications of hydrogen production 

technologies, and the potential of various methods to achieve efficient, clean, and cost-effective 

hydrogen production. Some previous studies examined the reduction of emissions from hydrogen 

production plants, and studies on the issue of exploiting these emissions and using them in energy 

production were not discussed. 

 RESEARCH METHODOLOGY 

Computer models were used to predict the results of various experiments before they were actually 
conducted, where software was used MATLAB to provide a comprehensive understanding and 
optimization of the energy production process, identify influential variables such as temperature, 
pressure, and proportions of chemicals, and analyze their impact on energy production. The laboratory 
experiment was represented in computer models to achieve identical or close results to laboratory 
experiments due to the lack of laboratories in our country. Optimal codes were used to determine the 
best efficiency increase and cost reduction. 

EQUATIONS 

It is this reaction that takes place inside the luminous insects that triggers the process of 
bioluminescence: The lighting process inside the firefly takes place with a series of chemical equations, 
starting first with the process of combining luciferin with ATP to produce luciferyl adenylate and ppi. 

These are the equations that were used in computer modeling: 

Luciferin+ATP→Luciferyl Adenylate+ppi 
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Luciferin=C11H8N2O3S2 

ATP –C10H16N5O13P3 Energy in the body gotten through eating.(Lanza and Nair, 2009).  

Luciferyl  Adenylate∶ So large it is not given a chemical formula, breakes to from the light producing 

chemicals. ppi: inorganic pyrophosphate, a catalyst enzyme, not used later in the reaction, but used in 

other bodily functions (Lanza and Nair, 2009). 

Then the process reaches the process of merging luciferyl adenylate with oxygen to produce 

oxyluciferin, which is the most important element in the process, as it is the element responsible for the 

lighting process. 

These fireflies usually emit light in the yellow to green range, which means that the light range will be 

within 520-590 nm, which indicates that the light is within the visible light.  

Luciferly Adenylate+O2→Oxyluciferin+AMP+Light 

Luciferly Adenylate: so large it is not given a chemical formula, breaks to from the light producing 

chemical. O2: peroxide causes a redox a reaction. Oxyluciferin∶C10H6N2O2S2 ,The actual luminescent 

chemical; AMP: The switch, A increase its proportion is what causes the Oxyluciferin to begin to emit 

light; Light∶ photons emitted by the Oxyluciferin (Lanza and Nair, 2009). 

RESULTS 

The research conducted at the yielded significant findings in the field of hydrogen production 

optimization. The primary focus was on utilizing pollutants from hydrogen production plants to enhance 

the efficiency of fuel cells. 

Pollutant Utilization Efficiency: The study successfully demonstrated that by harnessing pollutants such 

as sulfur, nitrogen, and carbon emissions, it is possible to reduce environmental impact significantly. 

Our results indicated a reduction of up to 60% in these emissions. 

Enhanced Fuel Cell Performance: Incorporating bio-inspired techniques, notably mimicking the firefly 

bioluminescence process, showed a marked improvement in fuel cell efficiency. This novel approach 

led to a more effective conversion of chemical energy into electrical energy. 

Economic and Environmental Benefits: The research underscored the potential economic benefits of 

this innovative approach. By reducing reliance on traditional energy sources and minimizing waste, the 

bio-inspired method presents a cost-effective solution. Environmentally, this approach contributes to 

reduced greenhouse gas emissions, aligning with global sustainability goals.. 

Challenges and Opportunities: The study also identified key challenges, including the need for 

advanced materials for efficient pollutant capture and the scalability of the bio-inspired process. 

However, the opportunity to revolutionize hydrogen production with a sustainable and efficient method 

was widely recognized. 

Comparative Analysis: Compared to traditional methods of hydrogen production, this bio-inspired 

approach not only reduces emissions but also offers an innovative way to utilize waste by-products. 

This represents a significant shift from current practices, which predominantly focus on emission 

reduction alone. 

CONCLUSION 

The findings of this research carry profound implications for the future of hydrogen production. By 

demonstrating the feasibility of using pollutants to enhance fuel cell efficiency, the study paves the way 

for more sustainable and environmentally friendly hydrogen production methods. The successful 

application of bio-inspired techniques opens up new avenues for research and development in this field, 
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potentially leading to groundbreaking changes in energy production technologies. To the best of my 

knowledge, no research has been conducted on the utilization of pollutants from gray and blue hydrogen 

production stations across the world, as studies have focused on reducing these emissions where there 

is a lack of studies on benefiting from the emissions generated from these stations. 
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ABSTRACT  
The presented study illustrates the design and investigation of a new renewable multigeneration system 
capable of hydrogen production through the aluminium water chemical reaction and electrolysis. The system 
can also produce other useful outputs such as electrical power, space heating and space cooling. The system 
achieved hydrogen production rates of 0.01277 kgs-1 and 0.02299 kgs-1, respectively, for the electrolysis 
system and from the aluminium-water reaction. Additionally, the system achieved an electrical energy output, 
heating load, and cooling load of 2571 kW, 2576 kW, and 344.7 kW, respectively.  
 
Keywords: Hydrogen, Aluminium-Water, Electrolysis, Solar Power, Wind Power, Energy. 
 
INTRODUCTION 
As issues revolving around climate change and global warming become a growing concern, hydrogen as an 
energy carrier and fuel source is considered highly beneficial. This is attributed to the high energy density of 
hydrogen and the fact that it does not produce carbon dioxide during its combustion. In order to synthesize 
hydrogen sustainably, water-splitting techniques such as electrolysis have tremendous benefits, given that the 
earth’s surface is primarily covered with water. However, hydrogen production through the Aluminium-Water 
Chemical Reaction is another water-splitting technique that has not been thoroughly investigated.  
 By reacting water and aluminium, hydrogen gas can be produced as depicted by the following chemical 
reactions [1]:  
2𝐴𝑙 + 6𝐻2𝑂 = 2𝐴𝑙(𝑂𝐻)3 + 3𝐻2                                                                                                                   (1) 

2𝐴𝑙 + 4𝐻2𝑂 =  2𝐴𝑙𝑂(𝑂𝐻) + 3𝐻2                                                                                                                  (2) 

2𝐴𝑙 + 3𝐻2𝑂 = 𝐴𝑙2𝑂3 + 3𝐻2                                                                                                                          (3) 

However, a protective oxide layer on the exterior surface of aluminium usually forms when it comes in contact 
with oxygen; this layer inhibits the reaction from continuously occurring. To mitigate the formation of the oxide 
layer, various techniques can be used, such as adding reaction promoters to the process. The net chemical 
reactions where NaOH is introduced to the chemical reaction are presented as follows [2]: 
2𝐴𝑙 + 2𝑁𝑎𝑂𝐻 + 2𝐻2𝑂 + 𝑁𝑎2𝐴𝑙2𝑂4 + 3𝐻2                                                                                                    (4) 

2𝐴𝑙 + 2𝑁𝑎𝑂𝐻 + 6𝐻2𝑂 = 2𝑁𝑎𝐴𝑙(𝑂𝐻)4 + 3𝐻2                                                                                               (5) 

The NaOH used in the chemical reaction can be produced through many techniques, such as the Chlor- 
Alkali process. This process uses the membrane electrolysis of brine to produce Cl2(g), H2(g), and NaOH (aq) 
simultaneously. The Cl2 and the H2 can be stored for later use; however, the NaOH (aq) can potentially react 
directly with Al to produce additional H2.  

The proposed multigeneration system presents the design of a novel integrated system located within 
Calgary Alberta, which is capable of producing H2, and several other additional useful outputs. The system will 
utilize wind turbines for its electrical energy input for the chlor-alkali process and to contribute toward the total 
amount of electrical power produced. Additionally, the system contains concentrating solar collectors to provide 
the necessary thermal energy input to operate the system. These other useful outputs of the system include 
electrical power, space heating, and space cooling. In the past, conventional multigeneration systems did not 
integrate aluminium-water hydrogen reactions as a proposed method to produce H2. Furthermore, the system 
provides a viable approach to generate the NaOH consumed during the reaction while producing additional H2 
from electrolysis.   
 
ANALYSIS  
Fig. 1 illustrates the proposed multigeneration system capable of producing four useful outputs: hydrogen, 
electricity, space cooling, and space heating. In order to synthesize H2 and NaOH simultaneously, the 
electrolysis of brine can be implemented. The chemical reaction at the anode, cathode, and the overall reaction 
can be presented as follows: 
Anode reaction (oxidation):2Cl−(aq) → Cl2(g)  +  2e

−1                                                                                (6) 

Cathode reaction (reduction):2H2O(l)  +  2e
−1 → H2 (g)  + 2OH

−1 (aq)                                                       (7) 
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Overall:2H2O(l) + 2Cl
−1(aq) + 2Na+(aq) → 2NaOH(aq) + H2(g) + Cl2 (g)                                                   (8) 

 

  
Fig. 1. A layout of the proposed multigeneration system. 

 
RESULTS AND DISCUSSION 
Given that the electrolyser system requires an electrical energy input to operate, the wind speed will 
significantly dictate the amount of NaOH and H2 produced. Therefore, a parametric study was conducted, 
which varied the wind speed by the month, to observe the impact on the hydrogen production rate from 
electrolysis and the aluminium-water chemical reaction. The results of this parametric study are illustrated in 
Figure 2.  

 
Fig. 2. Comparison between H2 and CH4 with varying volumetric flow rates   

 
It was observed from the results presented that there is a strong correlation between the wind speed and the 
hydrogen produced from both sources. Based on the parametric study, it is expected that during December, 
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the highest average H2 production rate of 0.02003 kgs-1 and 0.03605 kgs-1 will occur for the chlor-alkali process 
and the Al-H2O reaction, respectively. However, during August, the hydrogen production rate decreased to 
0.006778 kgs-1 and 0.01193 kgs-1 for the chlor-alkali process and the Al-H2O reaction, respectively. The 
numerical value for all system’s useful outputs during standard operating conditions have been summarized 
in Table 1. 
  

Table 1. System Outputs During Standard Conditions 

Useful Output  Value 

H2 Production Rate (kgs-1) 0.03576 

Net Power Output (kW) 2571 

Heating Load (kW) 2576 

Cooling load (kW) 344.7 

 
CONCLUSIONS 
The presented study illustrates the design of a new novel multigeneration system that is capable of producing 
four useful outputs, including hydrogen, electricity, space heating, and space cooling. In order to produce 
hydrogen, the system utilized a combination of electrolysis and the aluminium-water chemical reaction. The 
system achieved a total hydrogen production of 0.03576 kgs-1, in which 64% of the hydrogen produced was 
attributed to the aluminium-water reaction. Furthermore, the system was believed to have the highest hydrogen 
production rate of 0.05608 kgs-1 during December due to the wind speed of 3.86 ms-1. The electrical power within 
the system was produced through the addition of a Rankine reheat cycle and the power allocated from the wind 
turbine. By considering the total power produced and power required to operate the system, the net power 
produced by the system was 2571 kW. The system also provided space heating by harnessing the waste heat 
generated from the condenser of the Rankine cycle. Whereas space cooling was achieved through the addition 
of a Li-Br absorption cooling sub-cycle. The space heating and cooling loads were calculated to be 2576 kW and 
344.7 kW, respectively.  
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ABSTRACT 

A novel bench-top solar energy driven silicon photovoltaic electrochemical cell (Si-PV-EC) has been 
meticulously designed for the purpose of generating hydrogen from water.  The primary objectives of this 
project were to achieve high efficiency and long-term stability.  The design incorporates a Si-PV cell sealed 
within an evacuated transparent glass capsule.  The front and the back surface of the capsule was coated 
with spray pyrolytically deposited thin layer electrodes of earth abundant transition metal oxides. In the 
initial, Si-PV-EC-I, a thin layer semi-transparent Co-oxide anode was deposited on the front window of the 
glass capsule, which was pre-coated with conducting fluorine doped tin oxide (FTO).   Under these 
conditions Si-PV-EC-I exhibited a percent solar to hydrogen efficiency (% STHE) of 5.42 %.  In the second 
design, Si-PV-EC-II (A), the anode consisted of a thin layer of opaque mixed Co-Ni-oxide deposited onto 
the back window of the glass capsule, also precoated with conducting FTO.  This configuration yielded a 
% solar to hydrogen efficiency of 8.67 %.  In second design, Si-PV-EC II (B), the anode was similarly 
composed of an opaque layer of mixed Co-Ni-oxide, but it was deposited onto the back window formerly 
coated with a conducting graphite layer.  In this case, the % STHE increased to 8.82 %.  This enhanced 
efficiency was anticipated due to superior conductivity of the graphite layer compared to the FTO coating.  
All efficiencies were calculated using the volumes of actual hydrogen gas collected under the light 
illumination intensity of 0.1Watt cm-2 (1 sun) from a solar simulator equipped with an AM 1.5 G filter.  These 
high values of % STHEs were attributed to the photovoltage of 3.6 V generated by the Si-PV used and as 
well as to enhanced electrocatalytic activity of the transition metal Ni-Co mixed oxide anodes.  No 
degradation of these Si-PV-ECs was observed even for continuous run during hydrogen gas collection.   

Keywords:  Photovoltaic, Hydrogen, Monolithic, Electrochemical, Cell. 

INTRODUCTION 

The Sun supplies to the Earth an astounding 1.2x105 trillion joules of energy in every second [1]. Hence, 
photoelectrochemical water splitting which converts solar energy to hydrogen fuel, offers an ultimate 
alternative energy solution which is clean and renewable [2-8].  Hence, the direct splitting of water to 
hydrogen and oxygen in solar energy driven monolithic silicon photovoltiac electrochemical cells (Si-
PV-EC) is of paramount importance at present.  This will also provide a useful method of storing solar 
energy in the form of clean hydrogen fuel.   

At present the solar energy driven hydrogen production from water encounters important challenges 
such as, to maintain stable hydrogen evolution reaction (HER) rate, robustness, compactness and high 
percentage of solar to hydrogen efficiency (% STHE) of the Si-PV-EC.  In this study, we address these 
challenges by reporting efficient splitting of water in a compact monolithic solar energy driven silicon 
photovoltaic-electrochemical cells (Si-PV-ECs) with the use of efficient Si-PV and the earth-abundant 
transition metal oxide anodes for oxygen evolution reaction (OER) and Pt or Ni metal cathodes for HER 
in Si-PV-ECs.   

EXPERIMENTAL 

For robustness, we encapsulated the Si-PV in an evacuated transparent glass enclosure to protect it 
from the corrosive electrolyte solution.  For compactness the monolithic freestanding design was 
adopted as shown in Fig. 1.  Such a freestanding monolithic Si-PV-EC system was fabricated by utilizing 
the presently available efficient Si-PV to drive the thermodynamically uphill water splitting reaction as 
well as overcoming the extra ohmic losses due to O2 and H2 gas evolution on the surfaces of anode 
and cathode respectively.  To maintain constant HER rate, the Si-PV was chosen such that it supplies 
at least photovoltage of 3.6 V at its maximum power point.  Such a photovoltage was found earlier [9] 
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to surmount the exrta resistances or ohmic losses caused by H2 and O2 gas evolution on the surfaces 
of the electrodes and thus facilitated constant of rate of water splitting reaction overtime.      

 

 

   

 

 

 

 

 

 

 

              Figure 1: Freestanding monolithic self-driven water splitting Si-PV-EC- I 

In the first design, Si-PV-EC-I, the anode, Co-oxide deposit (optically semi-transparent) on FTO coated 
conducting glass was used as the protective front window of the Si-PV sealed in an evacuated glass 
enclosure (Fig. 1).  In the second design, Si-PV-EC-II (A), the anode consisted of a thin layer of opaque 
mixed Co-Ni-oxide deposited onto the back window of the glass capsule, also precoated with conducting 
FTO.  In another such design, Si-PV-EC II (B), the anode was similarly composed of an opaque layer of 
mixed Co-Ni-oxide, but it was deposited on the back window pre-coated with a conducting graphite layer.   
Each anode was connected to positive pole of Si-PV. The photoactive surface area of each Si-PV was 
12.21 cm2.   In all arrangements the negative pole Si-PV was connected to platinum or nickel metal 
sheet that acted as a cathode where hydrogen evolution reaction (HER) occurred when the Si-PV was 
exposed to solar simulated light of intensity 0.1 W cm-2 (1 sun).   Inverting an electrolyte filled graduated 
tube (not shown) on the top of Pt or Ni cathode as in Fig. 2, the hydrogen gas was collected by displacing 
the electrolyte solution of 2.5 M KOH in a single compartment. 

 
The volumes of H2 gas collected in Si-PV-EC-II (B) as a function of time of exposure to solar simulated 
light of 1 sun is given in Fig. 3 and those in Si-PV-EC-I and Si-PV-EC-II(A) are not shown.   From the 
slopes of the fitted straight line of these plots the H2 evolution rates were obtained.  The steady state 
H2 generation rate was found to be 0.423 mL min-1 when Co-oxide on FTO coated glass as anode and 
Pt metal sheet as cathode were used in Si-PV-EC-I design. Importantly, enhanced H2 generation rate 
of 0.6765 mL min-1 was observed when mixed Ni-Co-oxide on FTO coated glass as anode and Pt metal 
sheet as cathode were used in the Si-PV-EC-II (A) configuration.  Such a significant difference in the 
observed H2 generation rate between these two Si-PV-ECs can be attributed to loss of light prior to 
reaching the Si-PV due to its absorption by the front semi-transparent Co-oxide layer in Si-PV-EC-I 
design (Fig. 1).  However, in Si-PV-EC-II design as shown in Fig. 2, no such losses of light occurred 
since the opaque mixed Ni-Co-oxide was placed in the back of the sealed Si-PV in the evacuated 
transparent glass enclosure.  Also, the mixed Ni-Co-oxide acted as a highly active anode for OER due 
to synergistic effect [10] compared to Co-oxide itself.  
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Figure 2: freestanding monolithic self-driven water splitting Si-PV-EC-II(A) and Si-PV-EC-II (B) 
designed to facilitate the collection of H2   gas and determined the solar to H2 production efficiency. 
 
A further enhancement in H2 generation rate of 0.6882 mL/min was observed in Fig. 3 when mixed Ni-
Co oxide was deposited on graphite as anode and Ni metal sheet as cathode were used in the Si-PV-
EC-II (B) configuration.  This was due to enhanced conductivity of graphite compared to FTO coated 
glass in the Si-PV-PEC-II (A) (Fig. 2) configuration. 
 
RESULTS AND DISCUSSION 

From the volumes of hydrogen generated per second, VH2, the moles of H2 gas produced per second, 
nH2 was calculated using the ideal gas law, nH2 = (Patm - Pwater vapor)VH2/RT by assuming hydrogen to 
behave as an ideal gas at atmospheric pressure, Patm = 1.0 atm and considering the vapor pressure of 
water, Pwater vapor = 0.031263 atm (= 23.76 mm Hg) in the electrolyte solution as equal to that of pure 

water at room temperature, T = 298.15 K and R = 0.0821 L atm K-1 mol-1.  The moles H2, nH2 calculated 

from its collected volumes, VH2 (= 0.6882 mL min-1 = 1.147x10-5 L sec-1) was found to be nH2 = 4.54x10-

7 moles sec-1. 

 

 

Figure 3:  Volumes of H2 collected versus time in Si-PV-EC-II (B) given in Fig. 2 exposed under solar 

simulated light illumination of 0.1W cm-2 (1 sun) from a solar simulator with AM 1.5G filters using Ni -

Co mixed oxide deposited on graphite sheet as an anode and Ni-metal sheet as a cathode. 
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The percentage of solar to hydrogen efficiency STHE (%) was calculated directly from the moles of H2, 

nH2 collected in these Si-PV-PECs. The solar to hydrogen efficiencies, STHE (%) was calculated using 
Eq. (1) given in ref. [11] for Si-PV-EC-I and Si-PV-EC-II (A) and (B).  The STHE (%) were found to be 
5.42 % in Si-PV-EC-I and 8.67 % in Si-PV-EC-II (A).  Noticeably, when mixed Ni-Co-oxide deposited 
on graphite sheet was used as anode and Ni sheet as a cathode in monolithic Si-PV-EC-II (B), the 
STHE (%) was found to 8.82 %. These results indicate the importance of potential electrocatalytic effect 
of earth abundant transition metal oxide and mixed metal oxide materials [12] used in the Si-PV-EC-I 
and Si-PV-EC-II for OER during water splitting.  Also, due to synergistic effect the mixed transition metal 
oxides exhibited better electrocatalytic effect compared to single transition metal oxides.   
 
 
CONCLUSION 

In conclusion, it should be pointed out that the robust design of the monolithic water splitting Si-PV-EC-
II(B), which generated the maximum solar to hydrogen efficiency of 8.82 % is exploitable by any other 
higher efficiency multi-junction tandem solar cells with needed stability for ≥ 10 years [7].  This is due 
to use of Si-PV in an evacuated glass enclosure sealed by glass itself.  The practical efficiency of Si-

PV-PEC-II for water splitting can be enhanced further to  10 % (US department of Energy’s bench 
mark) using the smart electrocatalytic anodes like earth abundant mixed triple transition metal oxide as 
anodes and non-noble metal based CoNiFe-phosphide [13] and MoS2 as cathodes [14]. The anodes 
and cathodes placed outside the evacuated glass enclosures will be easier to reactivate, improve or 
replace when needed.  Thus, we provide in this report a solution of the intractable problem of having 
both highly efficient and as well as stable low-cost compact water splitting SI-PV-EC for the large-scale 
production of clean hydrogen fuel and oxygen in a self-driven monolithic manner.  This work is 
consistent with the concept reported earlier [15] that at this time a balance is needed for an immediate 
solution for clean hydrogen production in large scale using existing technology and the continued 
fundamental research to provide better solutions in near future.  Such systems of Si-PV-EC-II can be 
used also as a “floating water splitting photovoltaic- EC” for efficient green hydrogen generation for 
years to power the planet.  
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ABSTRACT  
The main aim of this study is to investigate the integrated power process that utilizes solar power for various 

multigeneration applications, such as electricity generation, freshwater output, production of hydrogen, heating, 

and cooling. The research being suggested involves the integration of many components, including a solar power 

tower system, a combination Brayton-Rankine cycle, a multi-effect desalination (MED) unit, a unique hybrid 

electrolyzer system, an absorption cooling cycle, and a hydrogen storage and refuelling station. The power 

generated served a dual purpose, both as an input for hydrogen synthesis and as meeting the electrical needs of 

the local population. The thermodynamic assessment is used to assess the efficiency of the system being studied. 

The investigation focused on analysing the variation in hydrogen generation inside a combined 

photoelectrochemical (PEC) and conventional hybrid electrolyzer, with respect to solar irradiation levels, under 

ambient conditions. Based on the study conducted, it is seen that the hydrogen production rate is 1823.4 mL/h 

under conditions of no sun irradiation. However, this value increases to 1905.3 mL/h when subjected to a solar 

intensity of 1200 W/m2. 

Keywords: Solar energy, Hydrogen production, Hybrid water electrolysis. 

 
INTRODUCTION 
The use of water electrolysis for hydrogen production has significant potential as a viable pathway for the 

development of clean energy. Traditional electrolysis techniques have been widely accepted, but they often 

need a significant amount of energy. The process of photochemical-conventional hybrid electrolysis integrates 

the fundamental principles of solar technology with traditional electrolysis to improve the overall efficiency of 

hydrogen generation.  

 
Fig. 1. An illustration of the proposed system's layout 

Acar and Dincer [1] performed an experimental study to evaluate the thermodynamics of a novel hybrid 

chloralkali-photoelectrochemical system. This system was specifically developed to efficiently produce hydrogen 
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by splitting water. In another study conducted by Pinhassi et al. [2], the photocatalytic activity of thylakoid 

membranes and the overall water splitting in a bio-photo-electro-chemical (BPEC) cell were investigated by a 

simple process.  

The fundamental concept behind photoelectrochemical-conventional hybrid electrolysis involves harnessing 

solar energy, particularly via the use of photovoltaic cells, to provide the necessary electrical energy for the 

process of water electrolysis. The field of photoelectrochemical hydrogen production presents a promising 

opportunity for the sustainable and environmentally friendly creation of hydrogen. Through continuous research 

and development endeavours, the field of PEC technology exhibits the potential to enable the transition towards 

a more environmentally friendly and sustainable energy infrastructure. This is achieved by solving various 

problems and enhancing the properties of materials used in the technology. The objective of this research is to 

enhance the efficiency of hydrogen generation via the development of a combined electrolyzer while considering 

certain criteria. Additionally, the aim is to ensure the continuous functioning of the system even in the absence 

of solar energy. 

SYSTEM MODELING 
Figure 1 illustrates the schematic layout of the proposed system. The energy and exergy assessments of the 

planned system were performed using the EES (Engineering Equation Solver) software tool. The research focuses 

on design from the perspective of hydrogen production at high efficiency and in a variety of situations. The 

employing of the photoelectrochemical-conventional hydrogen production system is a promising opportunity for 

the sustainable and environmentally friendly production of hydrogen. Additionally, it enables the generation of 

hydrogen from water by using power generated by the combined cycle. Subsequently, the generated hydrogen is 

sent to a storage tank, while the hydrogen refuelling station facilitates the provision of services to the community. 
The reactor has two distinct electrolysis cells, namely the photoelectrochemical cell and the conventional one. The 

PEC has an anode, a cation exchange membrane, and a photocathode. The critical point of the study is the 

common anode for both cells. 3 different electrolytes (NaClsat, fresh water from the MED unit, KOH) are used. 

Furthermore, the membrane serves to counteract the presence of OH- ions in the cathode compartment by the 

selective facilitation of Na+ ion movement from the anode to the cathode partition. The reactor is equipped with 

optically transparent windows to facilitate the irradiation of the photocathode. The chemical process involving 

hydrogen synthesis in the hybrid electrolyzer may be represented by the following equation: 

 

For the PEC cell: 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = 2𝐻2𝑂 + 2𝑁𝑎𝐶𝑙 → 𝐻2 + 𝐶𝑙2 + 2𝑁𝑎𝑂𝐻                                                    (1) 

𝐴𝑛𝑜𝑑𝑒 = 2𝐶𝑙− → 𝐶𝑙2 + 2𝑒
−                                                                                   (2) 

𝑃ℎ𝑜𝑡𝑜𝑐𝑎𝑡ℎ𝑜𝑑𝑒 = 2𝐻2𝑂 + 2𝑒
− → 𝐻2 +2𝑂𝐻

−                                                     (3) 

 

For the conventional cell: 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = 2𝑂𝐻𝑎𝑞
− + 2𝐾+ → 𝐻2𝑂 + 2𝐾                                                                              (4) 

𝐴𝑛𝑜𝑑𝑒 =  2𝑂𝐻𝑎𝑞
− →

1

2
𝑂2 + 𝐻2𝑂 + 2𝑒

−                                                                     (5) 

𝐶𝑎𝑡ℎ𝑜𝑑𝑒 = 2𝐾𝑎𝑞
+ + 2𝑒− → 2𝐾                                                                                  (6) 

 

The equations given below are used to calculate the comprehensive energy and exergy efficiencies of the 

system respectively: 

 

η
𝑜𝑣𝑒𝑟𝑎𝑙𝑙

=
�̇�20𝑏ℎ20𝑏+  �̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔+ �̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔+�̇�33𝐿𝐻𝑉𝐻2+𝑊𝑛𝑒𝑡

 �̇�𝑖𝑛,𝑆𝑃𝑇
                                                                                        (7) 

and 

Ψoverall =
�̇�20𝑏𝑒𝑥20𝑏+𝐸𝑥

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔+𝐸𝑥
�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔+�̇�33(𝑒𝑥33+𝑒𝑥𝐻2

𝑐ℎ )+𝑊̇
𝑛𝑒𝑡

𝐸𝑥
�̇�𝑖𝑛,𝑠𝑡

                                                                (8) 
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RESULTS AND DISCUSSION 

The impact of solar irradiation, namely sunlight, on the rates of hydrogen generation in a PEC cell may be 

substantial. This is due to the fact that sunlight serves as the major energy source that propels the water-splitting 

process responsible for generating hydrogen. The hydrogen generation rate in the PEC cell has a direct 

proportionality to the intensity of sunshine. Elevated levels of light intensity provide accelerated formation of 

electron-hole pairs and heightened rates of hydrogen synthesis, whilst diminished light intensities correspond to 

decreased hydrogen production. In this regard, the effect of solar radiation on hydrogen production can be seen 

in Fig.2. 

 
Fig. 2. The effect of solar radiation on hydrogen production 

 

CONCLUSIONS 
The present work has attempted to experimentally explore and thermodynamically assess a hybrid PEC-

conventional system. The hybrid system being examined employs a water-splitting mechanism to produce 

hydrogen, while concurrently converting the resultant by-products into important industrial compounds such as 

chlorine (Cl2) and sodium hydroxide (NaOH). Furthermore, the combination of the PEC and conventional 

electrolysis processes in this hybrid system significantly maximizes the use of the solar spectrum. At an ambient 

temperature, throughout a period of 1 hour, 1823 mL hydrogen gas was produced in the absence of light. There 

was an increase of 56 mL while an incident light intensity was 800 W/m2. The light intensity was further augmented 

to 1200 W/m2, and then 1905.3 mL hydrogen was obtained. 
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ABSTRACT  
This article introduces a new multigeneration system designed to address the pressing demand of 
energy. Harnessing the power of solar and biomass energy sources, this system is designed to meet a 
diverse range of energy demands. Its capabilities extend beyond conventional systems, generating not 
only hydrogen but also providing hot water, heating, cooling, fresh water, and electricity. To 
comprehensively assess the system's performance and sustainability, this study conducts an analysis 
covering energy, exergy, and environmental impact assessments. By taking this holistic approach, 
valuable insights can be gained into the system's operation and its impact on the environment. The 
engineering equation solver is used for the analysis and the results of this investigation show that the 
overall energy and exergy efficiencies of the system are founded to be 55.46 % and 49.34 %, 
respectively. In addition, the energy and exergy coefficients of performance (COPs) of the absorption 
system are found to be 1.67 and 0.64, respectively. These findings signify the system's efficiency and 
potential to significantly contribute to a cleaner and more sustainable energy future. 
 

Keywords: Biomass, Solar, Multigeneration, Water treatment, Hydrogen production. 
 

INTRODUCTION 
Energy serves as the backbone of economic growth and the sustenance of societies. It is crucial for 

human development and, by extension, the advancement of civilization. However, the generation and 

consumption of energy are also the leading causes of climate change. Principally, fossil fuels like coal, 

oil, and natural gas are employed to generate electricity, fuel vehicles, and heat buildings and industrial 

processes. These fossil fuels, when burned, not only fulfil our energy requirements but also exacerbate 

global warming by emitting substantial amounts of carbon dioxide. These emissions are a leading factor 

in trapping heat in the Earth's atmosphere, which contributes to climate change. Moreover, the localized 

pollution resulting from fossil fuel usage has detrimental effects on the environment. Consequently, 

there is a rising demand in the global energy sector to transition from fossil fuel-based systems to more 

sustainable alternatives like solar and biomass [1].  Despite these advantages, renewables currently 

make up a minor fraction of global energy consumption. However, this share is steadily rising, 

particularly in developed nations with supportive policies. To further improve efficiency and meet diverse 

energy needs, multigeneration systems have been developed. These systems integrate various cycles 

and technologies to produce multiple forms of useful energy. 

In the context of this article, we introduce a novel multigeneration system that utilizes solar and 

biomass energy to meet various residential needs. Uniquely, this system incorporates ultrasound 

technology for water treatment and hydrogen production. Additionally, the heat from the chiller's 

absorber is repurposed to warm the sonohydrogen reactor.  The primary goals of this article are to 

present this innovative multigeneration system, which integrates sonohydrogen production, and to 

explore the effects of various parameters on its performance. Rashwan et al. [2] have reviewed the 

fundamentals of sonohydrogen production, which focuses on the critical role of process parameters and 

operating conditions in sonic-hydrogen generation. 

 

SYSTEM DESCRIPTION  

The system design is displayed in Fig.1. It contains different sub-systems such as Solar and biomass 

system, steam Rankine cycle, Brayton cycle, organic Rankine cycle and chiller. In addition, the system 

includes the process of water treatment and hydrogen production using ultrasounds. In the system, 

there are some storages such as hot water and hydrogen storage. 



 
 

127 

  
 

 

 
 

Fig. 1. The developed multigeneration system. 

The working fluid in the solar system is molten salt which transfers the heat to the steam Rankine cycle 

via the steam generator. The steam Rankine cycle utilizes heat from the Brayton cycle to produce power 

and to operate the organic Rankine cycle. In the organic Rankine cycle, isobutane serves as the working 

fluid for power generation. Additionally, energy can be harvested from a biomass system using waste 

foods. This heat is then transfers into the Brayton cycle, which produces power and operates the 
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absorption system. The absorption system employs a mixture of ammonia and water to provide both 

heating and cooling for the community. 

 
RESULTS AND DISCUSSION 
Fig.2 illustrates the influence of changes in the reference temperature on both the exergetic COP (COPex) 
and energetic COP (COPen) of the chiller. The graph highlights that as the reference temperature rises 
from 280 to 320 K, the COPex increases while the COPen stays fixed. This phenomenon is due to the fact 
that a lower reference temperature results in a reduced driving force for heat transfer, resulting in a 
decrease of the COPex. Conversely, a higher ambient temperature enhances the driving force for heat 
transfer, thereby improving the COPex of the system. 

 
Fig. 2.  The effect of reference temperature on the exergetic and energetic COPs 

 
CONCLUSIONS 
The primary focus of this paper has been the investigation of a recently developed multigeneration system. 
It benefits the potential utilization of solar and biomass energy to meet a diverse range of energy demands. 
This system is designed to generate multiple productions, including electricity, hot water, heating, cooling, 
fresh water, and hydrogen. Throughout this article, an evaluation encompassing energy, exergy, and 
environmental impact assessments are conducted to thoroughly assess the system's performance. This 
holistic examination has yielded valuable insights into the potential and sustainability of the proposed 
system. The findings reveal that the absorption system exhibits energy and exergy Coefficients of 
Performance (COPs) of 1.67 and 0.64, respectively. In addition, the overall energy and exergy efficiencies 
of the system are founded to be 55.46 % and 49.34 %, respectively. These metrics provide crucial 
benchmarks for evaluating the system's effectiveness and efficiency. 
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Abstract 
The current study investigates clean hydrogen production using nuclear energy in various power plants 
located in Canada. Currently active Canadian Deuterium-Uranium (CANDU) reactors and small modular 
reactors considered in the calculations. The total clean hydrogen production is 2.014 Mt using electricity 
generated from nuclear energy. 1.84 Mt hydrogen can be produced using currently active nuclear power 
plants and 166.74 kt can be produced from small modular reactors. It shows promising potential for 
Canada to be on the list of hydrogen-producing countries. 
 
Keywords: Clean hydrogen, electrolyser, nuclear energy, small modular reactor, Canada. 

Introduction 
In the foreseeable future, there is a possibility that nuclear energy will constitute a substantial portion 
of the global energy mix, thereby exerting a noteworthy influence. Renewable energy sources with low 
carbon emissions have the potential to serve as a sustainable electricity generation option, thereby 
aiding in the mitigation of greenhouse gas emissions. According to the World Nuclear Association 
(2023), the utilization of nuclear power has led to a noteworthy decrease in CO2 emissions, amounting 
to more than 60 Gt during the span of the previous five decades. This reduction is about similar to the 
emissions produced by global energy-related activities over a period of nearly two years. Nevertheless, 
it is noteworthy that in affluent economies, the use of nuclear power has experienced a downward trend, 
characterized by the closure of existing facilities and a scarcity of fresh investments. This loss is 
occurring precisely during a period when there is a growing global demand for electricity sources that 
exhibit little carbon emissions. Conversely, it is noteworthy that the mean age of the nuclear 
infrastructure in developed nations stands at 35 years, with a number of reactors approaching their 
designated operational lifespan. In Canada. there are 19 nuclear reactors, with the exception of one, 
are all situated in Ontario, and in 2019, they were responsible for producing 61% of the province's total 
power (90,4 TWh) (IESO, 2023). The operational nuclear reactor in Canada at now is the Canada 
Deuterium Uranium (CANDU, 2023) using pressurized heavy-water reactor (PHWR), which stands as 
the sole type of its kind. In a previous study (Karaca et al., 2020), the abiotic depletion potential (ADP), 
acidification potential (AP), global warming potential (GWP), ozone depletion potential (ODP), and 
human toxicity potential (HTP) of a nuclear power plant investigated using a life cycle assessment (LCA) 
methodology. The GWPs (Global Warming Potentials) of various hydrogen production methods, 
including high temperature electrolysis (HTE), conventional electrolysis (CE), and 3-, 4-, and 5-step Cu-
Cl cycles, were determined by experimental results and computations. The GWPs for these methods 
were found to be 0.4768, 0.7071, 1.320, 1.201, and 1.346 kg CO2eq per kilogram of hydrogen, 
respectively. The primary objective of the present study is to assess the potential for hydrogen 
production in various parts of Canada using nuclear energy, employing a proton exchange membrane 
electrolyser (PEMEL). An analysis of each province reveals specific regions that exhibit higher 
prospects for hydrogen generation. Moreover, it is expected that the collected data would be utilized in 
the development of the country's energy infrastructure, including both domestic and global contexts, 
with a specific emphasis on hydrogen-based technology. 
 

System Description and Analysis 

Hydrogen production with nuclear energy can be achieved by employing many methods, namely 

radiolysis, electrolysis, high-temperature steam electrolysis, and hybrid thermochemical water splitting. 

These procedures include the decomposition of water to generate hydrogen. The initial approach, 

known as radiolysis, involves the utilization of nuclear radiation to induce the direct dissociation of the 

water molecule, resulting in the production of hydrogen and oxygen. The second technique, known as 

electrolysis, involves the utilization of electricity generated from nuclear energy sources to facilitate the 

process of electrolyzing water. Hybrid technologies, namely high-temperature steam electrolysis and 

hybrid thermochemical water splitting, are characterized by their utilization of both electrical energy and 
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high-temperature heat for the purpose of water splitting. The technical characteristics of the PEM 

electrolyser, used in the calculations for hydrogen generation, are presented in Table 1. 

Table 1. Specification list for PEM electrolyser 

Specification PEM Electrolyser [22] 

Model Nell MC250 PEM Electrolyser (Nell Electrolyser) 

Average Power Consumption at Stack (kWh/Nm3) 4.5 

Purity (with Optional High Purity Dryer) (%) 99.9995 

Delivery Pressure (bar) 30 

Net Production Rate (Nm³/h @ 0°C, 1 bar) 246 

Net Production Rate (kg/24 h) 531 

 

In the current system, currently active nuclear reactors located in Ontario, and New Brunswick and 11 

small modular reactors (SMR) considered in the calculations. The CANDU reactors Bruce, Darlington, 

Pickering, and Point Lepreau and their electric capacities (MWe) considered. 100% of the generated 

electricity is used for clean hydrogen production. CANDU (Canadian Deuterium-Uranium) reactor is the 

only type of reactor used in nuclear power plants in Canada. This heavy water pressurized reactors use 

natural uranium as their fuel and heavy water as their coolant and moderator. However, small modular 

reactors use different systems rather than pressurized heavy water. The capacity and electricity 

generation values are taken directly from governmental and respective companies’ sources. 

 

Results and discussion 

In this study, every active nuclear power plant and government supported small modular reactor 

initiatives considered in the calculations. Based on the generated electricity 100% of it used for 

producing clean hydrogen with PEM electrolyser. Table 2 shows each nuclear power plant and small 

modular reactors clean hydrogen production capacities. 

 

Table 2. Clean hydrogen production in each nuclear reactor in Canada 

Reactor Type Capacity (MWe) Hydrogen production potential (kt) 

Bruce CANDU 6,225 852.88 

Darlington CANDU 3,524 482.82 

Pickering CANDU 3,080 421.99 

Point Leprau CANDU 660 90.43 

Terrestrial Energy SMR 200 27.40 

Ultra Safe Nuclear Corpo. SMR 10 1.37 

LeadCold Nuclear SMR 3 0.41 

ARC Nuclear Canada SMR 100 13.70 

Moltex Energy SMR 300 41.10 

SMR-160, LLC (Holtec) SMR 160 21.92 

NuScale Power SMR 60 8.22 

U-Battery Canada SMR 4.00 0.55 

GE Hitachi Nuclear Energy SMR 300.00 41.10 

X-energy SMR 75.00 10.28 

Westinghouse SMR 5.00 0.69 

Total  14,706 2,014.85 

 

Conclusions 

Data are taken from respective companies’ and governmental sources. Using PEM electrolysers, clean 

hydrogen production from nuclear energy in Canada is 2.014 Mt. Based on provinces, clean hydrogen 

can be produced from nuclear reactors in Ontario, and New Brunswick are 1.75 Mt, and 90.43 kt, 

respectively. Small modular reactors can be utilized in different locations and have capacity to produce 

166.74 kt. Outcome of this study indicates that the potential for nuclear energy is promising substitute 

for producing hydrogen in various parts of Canada. 
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ABSTRACT  

Green hydrogen is a key factor for the decarbonization of the energy sector and to foster the clean energy transition 

but has the highest cost when compared to grey and blue hydrogen. This is due to the high cost of the generation 

of energy from renewable sources and the efficiency of the water electrolyzer. Future innovative energy 

technologies are needed to boost the power production from solar PV systems, reduce the cost of renewable 

electricity and enhance hydrogen production from electrolyzers. The main objective of this study is to investigate 

green hydrogen production enhancement using a bifacial solar PV system integrated with cool roof technology 

(high-albedo roof coatings). The best operating conditions of the bifacial solar PV (albedo, height from the ground, 

tilt angle, and distance between the solar panels) need to be determined to maximize the power output from the 

bifacial solar PV system and the green hydrogen production. The originality and novelty of this study lie in the fact 

that it integrates innovative technologies such as bifacial solar PV and building cool roofs to boost the power 

generation output and green hydrogen production. The experimental set-up is composed of bifacial solar PV, a 

building roof with high solar reflective material, microinverter, electrolyzer, metal hydride hydrogen tank, and an 

integrated data acquisition system. The results will show the daily performance of the bifacial solar PV and the 

green hydrogen production with different building roof coatings (green, grey, and white). The percentage changes 

in renewable energy production (kWh), green hydrogen production (L/hr), and solar-to-hydrogen conversion ratio 

using bifacial solar PV with cool roof technology compared to mono-facial solar PV system will be presented in this 

study.   

Keywords: Green Hydrogen, Bifacial Solar PV, Cool Roof Technology, Albedo, Performance Analysis. 

INTRODUCTION 

Developing clean and sustainable energy systems and novel alternative fuels is vital to meet future energy needs 

in sectors including power production, residential and commercial buildings, transportation, and industrial usage[1]. 

A solar or wind energy unit, an electrolyser, a hydrogen storage tank, and a fuel cell are the four main parts of a 

renewable hydrogen system that generates clean hydrogen. The electrolyser produces hydrogen through water 

electrolysis using excess electricity from renewable sources[2–8]. Using solar photovoltaics (PV), electrolyser and 

a fuel cell, Ghenai et al.[1] propose an off-grid hybrid power system. This hybrid system was developed to meet the 

daily demand of 4,500 kWh for a residential community of 150 units. The distributed hybrid energy system generated 

52% of its total electrical output from solar photovoltaic panels and 48% from a fuel cell. The most eco-friendly 

method to produce hydrogen (H2) is through water electrolysis, which can be accomplished through several 

different technologies (including alkaline electrolysers, PEM electrolysers, AEM electrolysers, and solid oxide 

electrolysers). PEM electrolysers, in particular, are effective across a wide range of current densities[9], making 

them well-suited for integration with renewable energy sources. Compressed hydrogen gas can be held at low 

pressures and temperatures, liquid hydrogen at very low temperatures, or solid hydrogen stored in metal hydride 

tanks thanks to a chemical process.  

Clean energy generation and hydrogen production both benefit from the use of bifacial solar panels and an 

electrolyser. To maximise their energy harvesting potential, bifacial solar panels are designed to receive light from 

both the front and back. The effect of albedo, tilt angle, and height above ground on the performance of a bi-facial 

solar PV system was investigated in a study by Ghenai et al[10]. The results showed that the maximum energy 

yield for mono PV (160.6 kWh/kWp) and bifacial PV (192.4 kWh/kWp) occurs in May under hot and humid 

conditions. In the same context, solar photovoltaic (PV) system performance on flat roof structures with surface 

albedo control has been proposed by Ghenai et al[11]. The innovative aspect of their research is the use of 

advanced bifacial solar PV and cool roof technologies to increase the power output of solar PV panels and 

proactively control electricity generation to balance supply and demand. According to their research, raising the 

mailto:cghenai@sharjah.ac.ae


 
 

133 

  
 

 

surface albedo from 0.2 to 0.5 can increase yearly bifacial solar PV power production by 7.75%, while increasing it 

from 0.2 to 0.8 can increase output by 14.96%. 

Hydrogen is a clean and sustainable energy storage option or adaptable fuel that can be produced when extra 

electricity is used to electrolyse water in an electrolyser. Efforts to improve the effectiveness and reliability of 

renewable energy technology are ongoing, and this integrated system is a component of those efforts. No studies 

have examined how combining a bifacial solar PV system with cool roof technology, typified by high-albedo roof 

coatings, could improve green hydrogen production. This is the first investigation into this innovative idea, which 

involves producing hydrogen by electrolyser using a bifacial solar PV system and reflecting materials, including 

green cardboard, grey cardboard, white wallpaper, and cool roof paint. The research also compares the system's 

effectiveness at solar-to-hydrogen conversion (STH) using bifacial solar PV with cool roof technology compared to 

mono-facial solar PV system. 

EXPERIMENTAL SETUP AND METHODOLOGY 

A grid connected bifacial solar PV system is designed and studied to produce green hydrogen through an 

electrolyzer and stored in a metal hydride hydrogen storage tank. The system is mainly composed of two sub-

systems, a solar PV system to meet the load demand and a hydrogen production and storage system as 

demonstrated in Fig. 1.  

Bifacial Solar PV system 

The solar PV system is further composed of bifacial solar PV panels (bPV), microinverters and data acquisition. 
Bifacial PV panels are characterized by dual active sides, front and rear. bPV panels produce electricity from direct 
solar radiation on the front side as conventional mono-facial PV panels. Besides, the active rear side enables bPV 
panels to also produce electricity from reflected irradiance (albedo) reaching to the rear side. It creates an 
opportunity to enhance the albedo as much as possible in order to increase the electricity generation by bPV panels. 
For this, various highly reflecting materials are studied to increase the albedo and hence the energy generation. 

The bPV panel consists of 72 bPV cells with a rated power of 365W, an area of 1.96 m2 and an efficiency of 18.6% 
from Jollywood. While reference mono-facial PV panel is 365W, an area of 1.94m2 with an efficiency of 18.81% 
from Jinko Solar. Three bifacial and one mono-facial solar PV panels are installed at a fixed tilt angle of 25°, azimuth 
of 0° (south) and height of 0.76 m. Smart grid connected microinverters (HM-1500) are deployed to convert DC 
power from PV panels to AC power. The AC power is used to meet the load requirement of an electrolyzer (Hy-
PEM-XP) from the H2 planet. In grid connected configuration, the electrical grid is considered as an infinite storage 
of electricity. In the case of surplus PV energy, it is supplied to the grid, while in the case of insufficient PV power, 
the load demand is met with the grid power. The schematic of the experimental setup is demonstrated in Fig. 1. 

 

Fig. 1. Experimental Setup for Hydrogen Generation and Storage System 
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Reflection Surfaces & Spectral Analysis 

Albedo is the part of solar radiation that is reflected from the surface. The rear surface of the bPV panel is exposed 
to the reflected radiations from the ground and produces extra energy as compared to conventional mono-facial 
PV. A sensitivity analysis study [10] of installation parameters concludes that the albedo is the most dominating 
factor impacting the output power of bPV panels among others such as tilt angle, and height from the ground level. 
It is significant to investigate the various materials and colours to understand the impact of albedo on bPV panels. 
The green and grey PVC sheets, white wallpaper, whiteboard, and highly reflecting cool roof paint are utilized as 
reflecting material to enhance the albedo. 

A spectroradiometer SR-3500 from Spectral Evolution has been used to determine the spectrum of reflected light 
from the reflecting surfaces. The spectroradiometer analyses the spectrum of reflected light from 350 nm to 2500 
nm. The figure demonstrates the full light spectrum of reflected light from different surfaces as compared to the 
calibrated reference surface. The spectrum is subdivided into ultraviolet, visible, and infrared regions. The spectrum 
analysis of reflected light from each surface is carried out as shown in Fig. 2.  

Green surface: It reflects 2.65% in ultraviolet, 5.23% in visible and 29.43% in infrared region. The overall reflection 
is 25.54%. Grey Surface: It reflects 20% UV, 25.30% visible and 23.46% infrared radiation. The overall reflection is 
23.79%. White cardboard: It reflects 12.40% UV, 63.64% visible, 35.87% infrared and 39.13% over the entire 
spectrum. White wallpaper: The whitewall paper has a certain pattern. It reflects 13.10% UV, 76.75% visible and 
64.55% infrared light. The overall spectral reflection is 64.70%. Cool Roof Paint: It is a paint having a high reflecting 
index and is used on the rooftop of a building to reduce the heat transfer from the roof to the lower level by increasing 
the amount of reflected light. A coat of cool roof paint is applied. The spectral analysis shows that it reflects 15.90% 
UV, 79.90% visible and 87.48% infrared radiation. The overall reflection is 84.64% as given in Table 1. 

The PV cells are made up of semiconductor material. The visible light is the most useful light region for electricity 
production [12]. More reflection in the visible region means more useful light for PV panels. Besides visible light, 
ultraviolet and infrared light also absorb the solar PV cell and cause a heating effect which negatively impacts the 
performance of the PV cell. Ideally, the reflecting surface of bPV should be highly reflected in the visible region and 
least reflective in the UV or IR regions. From the spectral analysis of the reflecting materials, it can be deduced that 
white colour is optimal for enhancing the albedo, especially cool roof paint that shows exceptionally high (79.90%) 
reflection in the visible region. 

 

Fig. 2. Spectral Radiance of Reflecting material used for bPV. 

Table 1. Percentage of Reflection of Light by the Reflecting Material used for bPV. 

Description of 
Material 

Ultraviolet Visible Infrared Overall 

Avg. (350-400) Avg. (401-800) Avg.(801-2500) Avg. (350-2500) 

Green sheet 2.65 5.23 29.43 25.54 

Grey Sheet 20.00 25.30 23.46 23.79 

White cardboard 12.40 63.64 35.87 39.13 

White Wallpaper 13.10 76.75 64.55 64.70 

Cool Roof Paint 15.90 79.90 87.48 84.64 
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Performance of Solar PV panel: bPV vs mPV 

To observe the impact of albedo enhancement on bPV panel energy production, bPV and ref mPV panels are 
installed under the same environmental conditions. The reflecting materials are placed under the bPV panels and 
power generation is recorded. 

Albedo enhancement: Green & Grey vs mPV 

Two bPV panels with green and grey reflecting material and reference mPV panels are installed. The experiment 
is carried out on a fairly sunny day. The front and rear irradiances and power output of PV panels are recorded 
accordingly from 9:15 am to 4:30 pm with a resolution of 15 minutes. The average front irradiance is 814.97 W/m2, 
with rear side irradiances of 134.21 W/m2 and 143.96 W/m2 in the case of green and grey reflecting materials, 
respectively. The power produced by the mPV panel is observed at 230.91 W. The rear irradiance in addition to 
front irradiance improves the overall PV power production. The bPV-green has shown 17.33% more power 
generation as compared to mPV with avg. value of 270.93 W. While the bPV-grey has shown 19.70% more power 
production as compared to ref. mPV with avg. value of 276.41 W. 

 

Table 2. Irradiance and power: bPV with green, grey and mPV 

Description of 
Material 

Irradiance 
Power Inc. in Power 

Front Rear 

W/m2 W/m2 W % 

m-Ref 

814.97 

- 230.91 - 

bPV-Green 134.21 270.93 17.33 

bPV-Grey 143.96 276.41 19.70 

 

Fig. 3. (A) Green, Grey: Irradiance and Power by bPV and mPV, (B) White cardboard, wallpaper, cool roof paint: Irradiance and 
Power by bPV and mPV 

 
Table 3. Irradiance and power: bPV with White cardboard, wallpaper, cool roof paint and mPV 

Description of 
Material 

Irradiance 
Power Inc. in Power 

Front Rear 

W/m2 W/m2 W % 

m-Ref 

785.04 

- 232.37 - 

bPV-White cardboard 184.05 296.71 27.69 

bPV-White Wallpaper 223.03 302.74 30.28 

bPV-Cool Roof Paint 227.22 307.03 32.13 
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Albedo enhancement: White cardboard, wallpaper & cool roof paint 

In this case, white cardboard, wallpaper and cool roof paint are used as reflecting material with bPV panels to 
increase the albedo. The front and rear irradiances and PV panel's power outputs are recorded from 9:15 am to 
4:15 pm on the sunny day. Average front side irradiance is recorded as 785.04 W/m2, while rear side irradiances 
are 184.05 W/m2, 223.03 W/m2 and 227.22 W/m2 for cardboard, wallpaper and cool roof paint, respectively. The 
ref. mPV panel produces 232.37 W. The bPV-cardboard shows a 27.69% increment with a power generation of 
296.71 W. The bPV wallpaper has shown 30.28% power enhancement with avg. value of 302.74 W while a 32.13% 
improvement in power generation (307.03W) is observed in the case of bPV with cool roof paint. 

The generated power from bPV panels and mPV panels is sent to the microinverter which has a nominal MPPT 
efficiency of 99.8%. The microinverter is connected by an AC bus bar where the hydrogen generation and storage 
system are connected as load. 

Hydrogen generation system 

The hydrogen generation system consists of an electrolyzer, a control box and a storage tank. The electrolyzer is 
Hy-PEM-XP from H2 planet with a rated power consumption of 1300W with max. hydrogen generation capacity of 
120 L/hr and pressure adjustment from 1-16 bar. The hydrogen from the electrolyzer is fed to the control box which 
is connected to the tank and supervises the hydrogen generation and storage. As long as the tank is filled, it sends 
a signal to the electrolyzer in order to reduce the production rate and go to standby mode. The storage tank is a 
metal hydride-based low-pressure storage tank. It can support a pressure of up to 30 bar. An energy meter is 
employed to record the power consumption by the electrolyzer, and the rate of hydrogen production is logged 
through the built-in sensor. A linear relationship is determined between power consumption and hydrogen 
production rate as follows: 

H2 (L min⁄ ) = 2.3798 × P(kW) + 0.0977                                                                                                       (1) 

Where P is the power consumption by the electrolyzer in kW. The hydrogen generation from the electrolyzer utilizing 
power produced from each solar PV panel is calculated through Eq. 1.  

 
Table 4. Hydrogen Production Rate and STH: bPV with green, grey and mPV 

Description of 
Material 

Power 

Hydrogen Generation 

STH Inc. in STH  
Rate of H2 
production 

Increase 

W L/hr % % % 

m-Ref 230.91 38.83 - 7.91 - 

bPV-Green 270.93 44.55 14.71 9.00 13.74 

bPV-Grey 276.41 45.33 16.73 9.16 15.77 

 

Solar to hydrogen conversion efficiency (STH) is defined as the ratio of hydrogen power with the solar input power 
and can be determined by the following relationship as given in[13]: 

STH (%) =
PH2

Pin
=

H2 Production Rate×HHVH2×DensityH2

AreaPV×Irradiance
× 100                                                                               (2) 

Where the production rate of H2 is in L/hr, HHV is 39.39 kWh/kg, the density factor of H2 is 0.002 kg/ 24.45 L, the 
area of PV in m2 and the irradiance is in kW/m2. 

The Rate of H2 production is 38.83 L/hr for the mPV reference panel. In the case of green reflecting material, a 
44.55 L/hr hydrogen production rate is observed which is a 14.71% increase. In the case of grey, 16.73% 
enhancement is observed with an average production rate of 45.33 L/hr as given in Table 4. The Solar to Hydrogen 
conversion efficiency is 7.91%, 9.00% and 9.16% in the case of mPV, bPV with green and bPV with grey reflecting 
material respectively. An improvement of 13.74% and 15.77% has been observed in the case of green and grey 
reflecting material with bPV respectively. The hydrogen production rate and STH trends are illustrated in the Fig. 4 
(A). 
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Fig. 4. (A) Green, Grey: Hydrogen Production and STH by bPV and mPV, (B) White cardboard, wallpaper, cool roof paint: 
Hydrogen Production and STH by bPV and mPV 

The rate of H2 production is 39.04 L/hr with 8.27% STH in the case of the mPV reference panel. An enhancement 
of 23.53% with 48.23 L/hr is observed in the case of bPV with white cardboard. The increment of 25.73% with a 
hydrogen production rate of 49.09 L/hr was observed from the electrolyzer in the case of bPV with white wallpaper. 
An enhancement of 27.31% was observed from the electrolyzer powered by bPV with cool roof paint as a reflecting 
material. In term of STH, 8.27% was achieved with mPV while 10.15%, 10.36% and 10.48% was achieved with 
bPV with cardboard, wallpaper, and cool roof paint, respectively. The improvements in STH are 22.70%, 25.26% 
and 26.69% for bPV with cardboard, wallpaper, and cool roof paint. 

Table 5. Hydrogen Production Rate and STH: bPV with White cardboard, wallpaper, cool roof paint and mPV 

Description of Material 
Power 

Hydrogen Generation 

STH Inc. in STH 
Rate of H2 
production 

Increase 

W L/hr % % % 

m-Ref 232.37 39.04  8.27  

bPV-White cardboard 296.71 48.23 23.53 10.15 22.70 

bPV-White Wallpaper 302.74 49.09 25.73 10.36 25.26 

bPV-Cool Roof Paint 307.03 49.70 27.31 10.48 26.69 

 

 

CONCLUSIONS 

A bifacial solar PV system with green, grey, white cardboard, white wallpaper and cool roof paint as reflecting 
material is investigated for hydrogen production through an electrolyzer. The performance of the system is evaluated 
in terms of power production through bPV panels vs mPV panel, hydrogen production rate (L/hr) and solar to 
hydrogen conversion efficiency (STH). 

• The green colour sheet reflects 5.23% visible light, resulting in 134.21 W/m2 irradiance on the rear side of the 

bPV panel and producing 17.33% more electrical power than the mPV panel. 

• The grey sheet reflects 25.30% visible light, causing 143.96 W/m2 irradiance reaching to the bPV panel on the 

rear surface and enhancing 19.70% electrical power production. 

• The white cardboard is characterised by 64.63% visible light reflection, which improves the bPV panel power 

production by 27.69% as that of the mPV panel. 

• The white wallpaper shows 76.75% reflection in the visible region which enhances the bPV panel production 

by 30.28%.  

• The cool roof paint reflects the 79.90% visible light of the solar spectrum. The rear side irradiance of 227.22 

W/m2 was observed on the bPV panel, causing 32.13% more electrical energy production by the bPV panel. 
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• A 13.74% and 15.77% improvement in solar to hydrogen conversion efficiencies of the system is observed with 

green and grey reflecting material with bPV Panel. 

• A 22.70%, 25.26% and 26.69% enhancement in STH efficiencies of the system are observed with white 

cardboard, white wallpaper, and cool roof paint as reflecting materials due to improvement in the albedo and 

power availability of the bPV panels. 
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ABSTRACT  

The primary objective of this techno-economic analysis is to look at the viability of producing 

environmentally friendly hydrogen from a water electrolyzer using a power system that combines solar 

photovoltaic cells and wind turbines. Modelling and simulation analysis was used in this study to test the 

performance of renewable power systems and green hydrogen production. To evaluate the efficiency and 

dependability of the proposed system, the city of Adrar, Algeria, which is located in the middle of the 

Sahara Desert, was chosen as the testing ground. Wind and solar resources are abundant in this oasis 

city. Solar photovoltaic, wind turbine, and PEM fuel cell systems are all capable of producing sufficient 

energy to meet the daily electrical loads of thousands of houses (15,000 kWh). Green hydrogen for PEM 

fuel cells and other hydrogen-based technologies (50 kg/day for industrial/transportation applications) was 

generated using surplus energy from renewable sources like solar panels and wind turbines. The results 

show the system's performance on a daily, monthly, and annual basis as well as the price of producing 

hydrogen and electricity. The potential and challenges for green hydrogen production and utilization in the 

Algerian desert for clean energy transition will be presented.   

Keywords: Green Hydrogen, Solar PV, Wind Turbine, Desert Climate, Energy Transition.   

INTRODUCTION 

Hydrogen's potential as a clean and adaptable energy carrier is one of the main reasons for its rising 

profile in the energy mix. Hydrogen is so vital to the energy industry, the energy transition and net zero 

emissions by 2050. Hydrogen is very important for the clean energy and climate change mitigation 

strategies. It is considered a clean energy source because its combustion or fuel cell use results in just 

water. This makes it a potentially viable strategy for mitigating climate change by lowering GHG emissions. 

Energy storage and grid stability are two other crucial areas where hydrogen shines. Hydrogen has the 

potential to be a useful energy storage medium. Hydrogen produced via electrolysis from renewable 

energy sources such as wind and sun can be stored and used as a fuel or transformed back into electricity 

as needed. This facilitates grid stabilization and mitigates the intermittent nature of renewable energy. 

Hydrogen can be used as a replacement for fossil fuels in industries such as heavy manufacturing, 

aviation, and long-distance transportation, where direct electrification of processes is challenging, hence 

aiding in the decarbonization of these sectors. For the transportation sector, hydrogen fuel cells are being 

incorporated into a wide range of transportation options, from cars and trucks to buses. These fuel cells 

are preferable to electric batteries in some situations because of their greater range and faster refuelling 

times. For the manufacturing processes, hydrogen is used in chemical synthesis, refining, and 

metalworking. Many manufacturing processes can reduce their environmental effect by producing 

hydrogen from renewable resources. In the power sector, hydrogen can be utilized in gas turbines or 

blended with natural gas to reduce emissions during the power generation process. The power generation 

industry's carbon emissions may be lowered with the use of hydrogen. For residential and commercial 

buildings, hydrogen boilers and fuel cells can replace natural gas for space heating and water heating 

applications. New infrastructure building will also benefit from the expansion of hydrogen market. 

Investments in hydrogen production, storage, transportation, and distribution infrastructure are being 

made due to the rising popularity of hydrogen as an energy carrier. Building out this infrastructure is crucial 

for expanding the use of hydrogen-based power sources. Hydrogen is seen as a global solution for clean 

energy, and many countries are investing in research, development, and infrastructure to support the 

hydrogen economy. International collaboration on hydrogen production, transportation, and trade is 

increasing. The economy and job market will benefit from the development and expansion of the hydrogen 

market. The hydrogen sector has the potential to create new jobs in various industries, including research 
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and development, manufacturing, and maintenance of hydrogen-related technologies. However, it's 

important to note that the production of hydrogen, especially using current methods like steam methane 

reforming, can still involve emissions if not paired with carbon capture and storage. Additionally, hydrogen 

faces challenges related to cost, energy efficiency, and infrastructure development. Despite these 

challenges, hydrogen is considered a critical component of the transition to a more sustainable and low-

carbon energy future. 

Green hydrogen is produced by a renewable energy system such as a solar or wind energy unit, an 

electrolyser, a hydrogen storage tank. The electrolyser uses extra electricity from renewable sources to 

create hydrogen by electrolyzing water[1-8]. An off-grid hybrid power system based on solar photovoltaics 

(PV), an electrolyser, and a fuel cell was proposed by Ghenai et al.[1]. This hybrid setup was designed to 

supply the 4,500-kWh needed daily for a neighbourhood of 150 houses. Solar photovoltaic panels 

accounted for 52% of the distributed hybrid energy system's electrical output, while a fuel cell contributed 

the other 48%. Water electrolysis is the greenest way to make hydrogen, and it may be done in a variety 

of ways using technologies like alkaline electrolysers, PEM electrolysers, AEM electrolysers, and solid 

oxide electrolysers. Particularly well-suited for integration with renewable energy sources are PEM 

electrolysers, which are effective across a wide range of current densities[9]. Compressed hydrogen gas 

at low pressures and temperatures, liquid hydrogen at extremely low temperatures, and solid hydrogen 

held in metal hydride tanks are all chemically viable means of storing hydrogen. The usage of bifacial 

solar panels and an electrolyser is beneficial for both the creation of clean energy and the manufacture of 

hydrogen. Bifacial solar panels are double-sided, so they can absorb light from both sides and generate 

more electricity. In a study published in Energy & Environmental Science[10], Ghenai et al. looked at how 

albedo, tilt angle, and height above ground affected the efficiency of a bi-facial solar PV system. According 

to the findings, both mono PV (160.6 kWh/kWp) and bifacial PV (192.4 kWh/kWp) produce their highest 

energy yields in May, when temperatures are high, and humidity is high. Ghenai et al.[11] have made a 

similar suggestion for improving the efficiency of solar photovoltaic (PV) systems on flat roof structures by 

manipulating the roof's surface albedo. The novel component of their study is the incorporation of cutting-

edge bifacial solar PV and cool roof technologies to boost solar panel efficiency and proactively regulate 

energy production to meet peak demand. According to their findings, annual bifacial solar PV power 

generation can be increased by 7.75% for an increase in surface albedo from 0.2 to 0.5, and by 14.96% 

for an increase in albedo from 0.2 to 0.8. 

The main objective of this techno-economic study is to investigate the potential for creating green 

hydrogen from a water electrolyser with the help of a power system consisting of solar photovoltaic cells 

and wind turbines. The effectiveness of renewable power systems and green hydrogen production was 

evaluated in this study by modelling and simulation analysis. The city of Adrar, Algeria, situated in the 

heart of the Sahara Desert, was chosen as the testing site to assess the efficacy and dependability of the 

proposed system. There are many reasons why hybrid power systems are crucial for sustainable 

hydrogen generation. This guarantees that the hydrogen produced is completely carbon neutral, making 

for a more environmentally friendly energy process overall. Maintaining a steady and reliable electrical 

system is difficult when using renewable energy sources due to their intermittent nature. Combining 

renewable energy with other forms of generation, such as energy storage (hydrogen storage), creates a 

hybrid power system that can mitigate the intermittent nature of renewable energy. This allows for more 

reliable and productive hydrogen production. Hybrid systems can improve overall system efficiency by 

making the most of electricity from renewable sources and integrating it with existing generation methods. 

As a result, the production of hydrogen is more efficient, both monetarily and ecologically. The price at 

which green hydrogen can be produced is a major obstacle to its widespread use. By facilitating the use 

of low-cost renewable energy when available and the conversion to alternate energy sources when 

necessary, hybrid systems can aid in the reduction of these costs. Because of this versatility, green 

hydrogen may be able to compete with other energy carriers on price. Hybrid power systems are essential 

to the production of green hydrogen because they guarantee a steady and long-lasting source of clean 

energy for electrolysis. The challenges of renewable energy intermittency, grid stability, and cost-

effectiveness are addressed by green hydrogen, which is both a viable and environmentally benign energy 

carrier for a variety of applications. 
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MODELING AND SIMULATION ANALYSIS  

The hybrid solar PV/wind turbine/hydrogen fuel cell power system used in this study is shown in Figure 1. 

The effectiveness of renewable power systems and green hydrogen production was evaluated in this 

study by modelling and simulation analysis. The city of Adrar, Algeria, situated in the heart of the Sahara 

Desert, was chosen as the testing site to assess the efficacy and dependability of the proposed system. 

This oasis city has plentiful wind and solar resources (GHI annual average 5.68 kWh/m2/day and annual 

average speed of 5.86 m/s). The electrical loads needed for a thousand of homes can be met daily (15,000 

kWh/day or 15 kWh/day per house) using solar photovoltaic, wind turbine, and PEM fuel cell systems. 

The extra power from solar panels and wind turbines were used to produce green hydrogen (50 kg/day 

for industrial/transportation applications – hydrogen load) for use in PEM fuel cells and other hydrogen-

based technologies. Table 1 summarizes the characteristics of each part of the hybrid power system for 

hydrogen production. Ghenai et al. [1] provides more details on the solar PV, inverters, electrolyser, and 

fuel cell equations solved for the modelling and simulation analysis.    

  

 

 
Fig. 1. Hybrid Solar PV/Wind Turbine/Hydrogen Fuel Cell Power System 

 
 
 
 

Table 1. Characteristics of the Hybrid Solar PV/Wind Turbine/Hydrogen Fuel Cell Power System for Hydrogen 
production  

 Capacity  Characteristics  

Primary Loads  15,000 kWh/day  1000 houses, 15 kWh/day per house  

Hydrogen Load  50 kg/day  Industrial/transportation applications 

Solar PV  Rated Capacity: 972 kW   

Wind Turbine  Rated Capacity: 200 kW  

Electrolyser  500 kW  PEM electrolyser  

Hydrogen Tank  5000 kg  Compressed hydrogen tank  

Fuel Cell  Rated Capacity: 120 kW  Mean electrical efficiency of 60% 
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ARTIFICIAL NEURAL NETWORL (ANN) MODELS FOR RENEWABLE POWER OUTPUT AND 
HYDROGEN PRODUCTION    

 

Figure 2 depicts the procedures required for the Artificial Neuro Networks (ANN) model to estimate the 
power output from solar PV and wind turbines and green hydrogen production. The Artificial Neural 
Network (ANN) can learn through the utilization of interconnected nodes, also known as neurons, as 
depicted in Figure 2. In this investigation, the Neural net time-series application was used to create, 
visualize, and train dynamic neural networks. The neural network program, which is illustrated in Figure 
2, derives its projections of future values from the values that occurred in the previous iterations of one or 
more time series. The non-linear autoregressive with exogenous input (NARX) model was the one that 
we utilized, as shown in Figure 2. The neural net time-series program is created by following these steps 
in order: The input x(t) and output y(t) yearly simulation data from the modeling and simulation analysis is 
first imported; (2) the imported data is then divided into three sets: training, validation, and test; (3) a new 
neural network is created and trained; (4) a mean squared error and regression analysis are used to 
assess network performance; and (5) the prediction data is then analyzed using visualization charts such 
as validation performance, training state, and regression mode. It will eventually be feasible to feed the 
network the appropriate historical outputs as it gets educated to provide the appropriate present outputs. 
Levenberg-Marquardt optimization is utilized to effect changes to the weight and bias variables. To train 
the dataset, Levenberg-Marquardt was utilized. Even though it has a higher memory requirement, it is the 
most efficient approach for training. For the non-linear autoregressive with external input (NARX) network 
(t), you will need an input series x(t) or predictors, as well as an output series y(t). This neural network can 
predict the actual values of y(t) based on the values of x(t-1), x(t-d), y(t-1), and y(t-d) that have been seen 
in the past, as depicted in Figure 2. The regression correlation R and the mean squared error, which are 
utilized in the process of performance analysis on the neural network.  

 

 

Fig. 2. Artificial Neural Network Models for Power Output and Green Hydrogen Production  

 

RESULTS AND DISCUSSION 

For the production (supply: 100% renewables), the total electrical energy production was 1,959,720 

kWh/year with 69.5% of electrical power from solar PV (1,362.373 kWh/year), 8.68% from fuel cell 

(170,073 kWh/year) and 21.8% from wind turbines (427,274 kWh/year). Figure 3.a shows the monthly 

electric production from the solar PV, wind turbine and fuel cell. For the solar PV, the total rated capacity 

was 972 kW with a mean output of 3,733 kWh/day, 16% capacity factor and 4,248 hours of operation. 

The wind turbine has a total rated capacity of 200 kW with 24.4% capacity factor, and 6955 hours of 

operation. The fuel cell total electrical production was 170,073 kWh/year with maximum power output of 

118 kW, and hydrogen consumption of 8,504 kg/year. The average fuel consumption per day and per 
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hour of the fuel cell were respectively 23.3 kg/day and 0.971 kg/hr. The electrolyser has a capacity of 500 

kW with a total input energy of 1,245,611 kWh/year and a capacity factor of 28.4%. Figure 3.b shows the 

monthly electrolyser input power for hydrogen production. The mean output from the electrolyser was 3.06 

kg/hr with a maximum output of 10.8 kg/hr. The total yearly hydrogen production from the electrolyser was 

26,842 kg/year with a specific electrical consumption of 46.4 kWh per kg. The daily performance of the 

hybrid solar PV/Wind Turbine/Green Hydrogen fuel cell power system and hydrogen production in the 

electrolyser and consumption in the fuel cell and other hydrogen loads is shown in Fig.4.  It is also noted 

that the storage tank has a maximum capacity of 5000 kg of hydrogen with energy storage capacity of 

166,667 kWh and tank autonomy of 2,667 hours. The total electrical consumption was 1,792,944 

kWh/year (91.5% of the total production) with 1,245,611 kWh/year (69.5%) for the electrolyser and 

547,333 kWh/year (30.5%) for the primary electrical loads (houses). The excess electricity (dumped 

power) was 123,147 kWh (6.28%) and the rest (2.2%) are the losses in the inverters. The capacity 

shortage of the system was 538 kWh/year (0.0983%).  

The ANN-based regression models that were developed for the hybrid solar PV/wind/hydrogen fuel cell 

power system to match the electrical and hydrogen loads are presented. Figure 5 provides illustrations 

of some examples of regression models for the solar PV power output and green hydrogen. The findings 

are presented, and they demonstrate the regression models that were used for training, validating, and 

testing. The values that were acquired from the ANN-based forecasting model are shown as output on 

the y axis, while the data that was received from the modelling and simulation study is shown as Target 

on the x axis. The findings also provide the equation that best describes the fit of the predictive data 

generated using the neural network, which is Y = T (the perfect relation between predictive and target 

or predicted = target). The discrepancy between what is observed (the data from the simulation) and 

what is expected or predicted (the data from the ANN predictive model) is what is referred to as the 

ANN predictive model loss. In addition, the correlation coefficient (R) is presented in figure 5. The R2 

coefficient of determination is a measure that indicates how well the regression predictions (ANN model) 

line up with actual data (simulation or experimental data – target). Figure 5 shows that the R values for 

training, validation, and test conditions for solar PV power output and green hydrogen production are, 

respectively, 0.97566 – 0.98112 and 0.96621 – 0.97082. According to the values of R that are presented 

in Figure 5, the ANN models that were developed are quite accurate in their projections of the power 

output from the solar PV system and the production of green hydrogen from the electrolyser. 

(a)  

 
 

(b)  

 
Fig. 3. Monthly Electrical Output and Input Powers: (a) Supply – Output Power: Solar PV, Wind Turbine and Fuel 
Cell, and (b) Demand - Electrolyser Input power   
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Fig. 4. Daily Performance of the Hybrid Solar PV/Wind Turbine/Green Hydrogen Fuel Cell Power System 

 

 
Fig. 5. Short-term Forecasting Models of Solar PV Power Output and Green Hydrogen Production 

 

CONCLUSIONS 

Modelling and simulation analysis of green hydrogen production in Adrar, Algeria (Algerian Desert) was 

performed in this study. Solar PV/Wind Turbine/ green hydrogen Fuel cell power system was used to meet 

electrical (15,000 kWh/day – 1000 houses) and Hydrogen (50 kg/day) Loads. The modelling and 

simulation analysis was used to test and assess the performance of renewable power systems and green 

hydrogen production. The results show: 

• For the supply of renewable electricity for green hydrogen production and meet the electrical loads of 

the houses, the solar PV, wind turbine, and fuel cell were providing respectively 69.5%, 21.8% and 

8.7% of the total production.  
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• For the demand or power consumption, 30.5% for electrical loads are used for the houses, and 63.5% 

for the green hydrogen production in the electrolyser. 

• Daily performance of the off-grid power system shows a 100% Renewable energy system with zero 

carbon emissions and the electrical and hydrogen loads are met most of the time (no power shortage).  

• The electrolyser’s annual electricity input needs (1,245,611 kWh) are covered by the solar photovoltaic 

and wind turbine systems.  

• The daily average and maximum green hydrogen production in the electrolyser are 3.06 and 10.8 kg/hr 

respectively with a specific energy consumption of 46.4 kWh/kg.  

• For the fuel cell, the green hydrogen consumption was 8,604 kg/year, 23.3 kg/day and 0.917 kg/hr, 

with a specific fuel consumption of 0.05 kg of H2/kWh. 

• For the ANN-based forecasting models, the R values obtained for the training, validation, and test for 

the solar-driven green hydrogen production are 0.96621 – 0.98112. Accurate models for predicting 1 

hour ahead the power output from solar PV system and green hydrogen production from the 

electrolyser awere obtained n this study. 

• The forecasting models will help resolve industry-related issues by forecasting power production to 

balance supply and demand, development of advanced power control systems, building operation and 

maintenance, demand-side management, and advance purchase of energy. 
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ABSTRACT 

Green hydrogen has garnered significant attention from numerous countries as a promising energy source to 

replace traditional fossil fuels, dramatically reduce greenhouse gas emissions, and foster the transition toward 

net-zero energy systems. Green hydrogen can be produced in various ways (i.e., coupling standard PV panels, 

PV-T collectors, or CPV-T collectors with electrolyzer), conditioned to different states or carriers (i.e., liquefied 

hydrogen, compressed hydrogen, ammonia, and methanol), stored in various methods, transported by different 

means according to its state, and reconditioned to its original state at end-customers. In other words, hydrogen 

can go through various pathways (i.e., different processes and stages) in the hydrogen supply network (HSN), 

resulting in different greenhouse gas emission levels. This paper reports on a life cycle assessment (LCA) study 

of twelve different green hydrogen pathways for analyzing and comparing their emission profiles. The paper uses 

GaBi software for this purpose. The results indicate that the pathway with the lowest emissions, measuring just 

2.67 kgCO2equ/ kgH2, involves coupling CPV-T collectors with an electrolyzer for hydrogen production. Hydrogen 

is subsequently compressed in a compression process, stored, transported in a compressed hydrogen container, 

and eventually delivered as compressed hydrogen to end-customers.  

Keywords: Life Cycle Assessment, Green Hydrogen, Hydrogen Supply Network, CO2 emissions. 

INTRODUCTION 

Hydrogen (H2), the most abundant element in the universe, has garnered significant attention in recent years 

as a potential game-changer in the quest for sustainable energy solutions. Its importance lies in its role as a 

versatile energy carrier and its potential to revolutionize various sectors of the economy, from transportation 

to industry and even residential energy consumption. Nowadays, H2 production is estimated at 70 million tons 

per annum (MTPA), mainly produced from natural gas and coal, resulting in high carbon dioxide (CO2) 

emissions. According to the H2 Council, H2 is projected to contribute greatly to the transportation sector, 

industrial sector, and power generation by satisfying around 150, 110, and 140 MTPA, respectively [39]. 

Hence, large-scale production of green H2 from cleaner sources is essential to meet the rising demand for H2 

in all sectors. However, realizing the full benefits of green hydrogen requires a thorough understanding of its 

life cycle, encompassing production, conditioning, transportation, storage, and reconditioning, which is where 

the concept of Life Cycle Assessment (LCA) comes into play.  

LCA is a systematic approach that helps us quantify and evaluate the green hydrogen supply network (HSN) 

environmental aspects across its entire life cycle. By conducting LCAs, this paper can make informed decisions 

about green hydrogen technologies, identify areas for improvement, and develop strategies to minimize its 

environmental footprint while maximizing its efficiency and utility.  

Looking at the extant literature on the topic, in [1], the authors conducted an LCA for green and grey Hydrogen 

supply chains (HSC) to investigate their environmental impact. The LCA of the green HSC considered 

hydrogen production (i.e., coupling electrolyzers with photovoltaic (PV) panels or wind turbines) and 

conditioning hydrogen into compressed hydrogen. They did not consider storage and distribution in the HSC. 

In [2], the authors conducted an LCA for blue and green HSC to investigate their environmental impact. The 

green hydrogen is produced by coupling wind turbines with electrolyzers and then could be conditioned to 

ammonia. In [3], the authors carried out an LCA for green HSC, where green hydrogen is produced by coupling 

wind turbines with electrolyzers. The HSC included production, conditioning, transportation, and post-

processing to its original state. Hydrogen could be conditioned into compressed gaseous hydrogen, liquified 

hydrogen, liquid organic hydrogen carrier (LOHC), or ammonia. The LCA results indicated that hydrogen 

transport using ammonia is the most attractive option. Additionally, in [4], the authors conducted an LCA for 

seven green HSC pathways: compressed hydrogen gas via pipeline, compressed hydrogen gas via tube 

trailer, liquid hydrogen, LOHC with natural gas as a heating source, liquid ammonia, liquid organic hydrogen 

carrier with hydrogen as a heating source, and the direct utilization of ammonia in direct ammonia fuel cell 

vehicle. The hydrogen is produced by coupling wind turbines with an electrolyzer. The LCA results showed 
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that compressed hydrogen gas via pipeline had the lowest global warming potential (GWP), while the liquid 

organic hydrogen carrier had the highest emissions. Similarly, in [5], the authors conducted an LCA for green 

hydrogen HSC here hydrogen is produced by coupling wind turbines with electrolyzers. However, they focused 

on investigating the environmental impact of different transport and distribution options, such as LOHC for 

transport and storage, compressed hydrogen storage in salt caverns with pipelines, and pressurized gas truck 

transport. The LCA results highlighted that the compressed hydrogen with pipelines has the least GWP. In [6], 

the authors coupled solar, wind, or hydropower with electrolyzers to produce green hydrogen. Additionally, the 

authors considered hydrogen transportation, delivery, storage, and refueling stations. The produced hydrogen 

could be transported and delivered in gaseous or liquid form.  

Notably, none of the existing literature examines the environmental impacts of various HSN configurations and 

pathways, including different hydrogen production, conditioning, transportation, storage, and reconditioning 

technologies. This paper aims to make two main research contributions:  

• Analyzing the environmental impacts of producing green hydrogen from coupling PV panels, 

photovoltaic thermal (PV-T) collectors, or concentrated photovoltaic thermal (CPV-T) collectors with 

electrolyzers. The existing literature only investigates the environmental impacts of coupling standard 

PV panels or mainly wind turbines with electrolyzers.  

• Comparing the environmental impacts of twelve green hydrogen pathways to determine the one with 

the lowest GWP. The existing literature investigates common pathways such as compressed or 

liquified hydrogen. Nevertheless, this paper differs from [3] in that it considers in the LCA different 

types of PV panels for producing green hydrogen, the storage stage in the HSC, and different 

transportation means.  

 
MATERIALS AND METHODS 

This paper performs an LCA for different green HSN pathways. The LCA aims to assess the environmental 

impact of the different HSN pathways. The LCA consists of four phases: goal and scope definition, life cycle 

inventory (LCI), life cycle impact assessment (LCIA), and life cycle interpretation.  

1. Goal and Scope Definition 

The LCA aims to assess the environmental impacts associated with each possible pathway of the HSN over its 

life cycle. The LCA focuses only on the GWP impact on the environment, measured in CO2 emissions. While the 

scope of the LCA covers the cradle to the grave of the HSN. In other words, the LCA considers the construction, 

production, operation and maintenance, and end-of-life stages of each component/ process in the HSN.  

The considered HSN includes different hydrogen production methods, conditioning, transportation means, 

storage types, and reconditioning processes. Green hydrogen is produced from an electrolysis process that uses 

industrial-produced (IP) water or treated sewage effluent (TSE) water as a feedstock. Before that, the feedstock 

is deionized through a water-deionizing process. The electrolysis process is coupled with renewable energy in 

the form of PV panels for the energy source. This paper considers three types of PV panels: standard PV panels, 

PV-T collectors, and CPV-T collectors.  

After green hydrogen is produced, it goes through four stages in the HSN: conditioning, storage, overseas 

transportation, and reconditioning stages. In each stage, the hydrogen can go through four possible pathways: 

CH2, LH2 – H2, NH3 – H2, and CH3OH – H2. The CH2 pathway includes compressing hydrogen via a compression 

process in the conditioning stage, storing it in a compressed hydrogen storage in the storage stage, and 

transporting it overseas to the consumer as compressed hydrogen in a compressed hydrogen container in the 

transportation stage. The LH2 – H2 pathway includes liquefying hydrogen via a liquefication process in the 

conditioning stage, storing it in the liquid hydrogen storage in the storage stage, transporting it overseas to the 

consumer as liquified hydrogen in a liquid hydrogen tanker, and then regasifying it to hydrogen at the consumer 

side in a regasification process in the reconditioning stage. The NH3 – H2 pathway includes synthesizing hydrogen 

to ammonia via the Haber Bosch process in the conditioning stage, storing it in the ammonia storage in the 

storage stage, transporting it overseas to the consumer as ammonia in an ammonia tanker, and then cracking it 

to hydrogen at the consumer side in an ammonia cracking process in the reconditioning stage. The CH3OH – H2 

pathway includes hydrogenating hydrogen to methanol via the CO2 hydrogenation process in the conditioning 

stage, storing it in the methanol storage in the storage stage, transporting it overseas to the consumer as 

methanol in a methanol tanker, and then dehydrogenating it to hydrogen at the consumer side in a CO2 

dehydrogenation process in the reconditioning stage. It is noteworthy to mention that in the green HSN, the PV 

panels (i.e., standard PV panels, PV-T collectors, and CPV-T collectors) supply the required energy to all 

processes in the HSN, apart from the reconditioning process, since it is carried out at the consumer side.  
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This paper includes Fig. 1, highlighting the green HSN - CH2 pathway as a sample. The other pathways differ in 

conditioning, storage, transportation, and reconditioning stages. To summarize, this paper investigates twelve 

possible pathways to determine the pathways with the highest and lowest CO2 emissions. The functional unit of 

this LCA is the quantity of carbon dioxide emitted during the life cycle of the HSN. Hence, the functional unit is 

the quantity of CO2 in kilogram emitted from the HSN when one kilogram of hydrogen is produced (i.e., kgCO2/ 

kgH2).   

2. Life Cycle Inventory  

This paper determines the system inputs (i.e., feedstock and utility) and outputs (i.e., emissions) for each HSN 

process. It describes the LCI of each process below and collects the LCI from various sources such as literature, 

commercial websites, GaBi database, technical reports, etc. Here, this paper reports only the energy values 

required to produce, condition, or store depending on the stage. However, the full LCI can be viewed from the 

resources mentioned in Table 1, as it is not included here due to page limitations. This paper considers boil-off 

rates for conditioning, storage, transportation, and reconditioning stages.  

 
Fig. 1. The green HSN - CH2 pathway 

Table 1. LCI of the LCA processes 

HSN Stage Process Energy Value Unit Resources 

Production 

Water Deionizing 1.1 
kWh/ 

kgH2O 
GaBi database 

Renewable  
Energy 

Standard PV Panels - - GaBi database 

PV-T Collectors - - 
Estimated & 
[7][8] 

CPV-T Collectors - - 
Estimated & 
[9][10] 

Hydrogen Electrolysis 50 kWh/ kgH2 GaBi database 

Conditioning 

Hydrogen Compression 0.57 kWh/ kgH2 [22– 25][34] 

Hydrogen Liquefaction 10 kWh/ kgH2 [25 – 28][34] 

Ammonia Synthesis 11.2 kWh/ kgH2 GaBi database 

CO2 Hydrogenation 10.9  kWh/ kgH2 [29 – 35] 

Storage 

Compressed Hydrogen Storage 0.03 kWh/ kgH2 [25][34] 

Liquified Hydrogen Storage 0.042 kWh/ kgH2 [34][24] 

Ammonia Storage 0.014 kWh/ kgH2 [34][23] 

Methanol Storage 0.012 kWh/ kgH2 [23][36] 

Reconditioning 

Hydrogen Regasification 2.53 kWh/ kgH2 [25][28][23][26] 

Ammonia Cracking 1.93 kWh/ kgH2 [28][23][37] 

CO2 Dehydrogenation 10.37 kWh/ kgH2 [34][36][38] 

 
For the transportation stage, the LCI considers only the transportation and excludes vessel production, end-of-

life treatment of the vessel, and the fuel supply chain. The compressed hydrogen is transported overseas via 

compressed hydrogen containers. The container uses heavy fuel oil as fuel for transportation. This paper uses 

the available LCI on GaBi software for containers, which is based on calculating the specific fuel consumption 

and its associated greenhouse gas (GHG) emissions. The equation is derived from [40].  

The liquefied hydrogen, ammonia, and methanol are transported overseas via tankers. This paper uses the 

available LCI on GaBi software for liquefied natural gas tankers. However, this paper considers the density of the 

transported product in calculating the specific fuel consumption and its associated GHG emissions. In other 

words, the density ratio of liquefied natural gas to liquefied hydrogen, ammonia, and methanol is 0.167, 1.33, and 
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1.76, respectively. Additionally, this paper considers the losses that occur during the trip. The equations are 

derived from [40]. 

 

3. Life Cycle Impact Assessment 

This paper quantifies the GHG in units of CO2-equivalent based on the LCI flow results.  It uses the CML 2001 – 

Jan 2016 method where GWP for a 100-year time horizon characterizes the GHG emissions values. It interprets 

the results in the next section.  

 
RESULTS AND DISCUSSION 

The LCA study's primary objective is to assess each pathway's environmental impact and determine which 

pathway has the lowest environmental impact. In this context, Fig. 2 compares the GWP of four pathways 

when different panels are employed. The LCA results highlight that the GWP decreases when CPV-T collectors 

are employed instead of standard PV panels, regardless of the pathway.  

The GWP decreases by 26.4%, 22.2%, 18.2%, and 10.5% when CPV-T collectors are employed instead of 

standard PV panels for the CH2, LH2 – H2, NH3 – H2, and CH3OH – H2 pathways, respectively. This decrease 

can be explained by the fact that the efficiency of CPV-T collectors is around 80%, while the efficiency of 

standard PV panels is about 18%. This high efficiency of the CPV-T collectors allows them to produce more 

hydrogen quantities than the standard PV panels for the same period. Thus, this reduces the GWP per one kg 

of hydrogen of CPV-T collectors compared to standard PV panels.  

 
Fig. 2. The GWP of the green hydrogen pathways 

Fig. 3 depicts the GWP of each stage in the HSN for each pathway when the CPV-T collectors are employed 

since they result in the lowest GWP compared to other collectors. Overall, this paper concludes that the CH2 

pathway has the lowest GWP, which is 2.67 kgCO2equ/ kgH2, compared to other pathways (i.e., lower by 47.2%, 

90.6%, and 259.6% for LH2 – H2, NH3 – H2, and CH3OH – H2 pathways, respectively). The reason is that the 

compression process does not require much energy to compress hydrogen (i.e., 0.57 kWh/ kgCH2), and no 

reconversion process occurs in this pathway compared to other pathways. The GWP of the compression 

process represents 5.4% of the total GWP (i.e., the GWP is 2.67 kgCO2equ/ kgH2). However, the CH3OH – H2 

pathway has the highest GWP of 9.60 kgCO2equ/ kgH2 compared to other pathways, though it’s less energy-

intensive than the NH3 – H2 pathway. This can be explained by the fact that the CO2 dehydrogenation process 

is an endothermic process that requires much heat to dehydrogenate methanol to hydrogen; hence, burning 

natural gas to supply the required heat emits CO2. The CO2 dehydrogenation process emits 5.43 kgCO2equ/ 

kgH2, while ammonia cracking process emits 1.12 kgCO2equ/ kgH2. In addition, the CO2 hydrogenation process 

includes capturing CO2 to be used as a feedstock in the hydrogenation process. Thus, the capturing process 

emits CO2. Therefore, the CO2 hydrogenation process emits 1.66 kgCO2equ/ kgH2, while the ammonia synthesis 

emits 1.46 kgCO2equ/ kgH2. The GWP of the CO2 hydrogenation and dehydrogenation process represents 

17.3% and 56.6% of the total GWP (i.e., the GWP is 9.60 kgCO2equ/ kgH2), respectively. 

Looking at each stage independently, from the production stage, this paper highlights that all pathways emit 

the same amount of CO2, which is 2.5 kg CO2equ/ kgH2, since one kg of hydrogen is produced from the 

electrolysis. However, the CO2 emissions from this stage contribute differently where represents 93.6%, 

63.7%, 49.1%, and 26.1% of the total GWP for the CH2, LH2 – H2, NH3 – H2, and CH3OH – H2 pathways, 

respectively.  
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From the conditioning stage, this paper points out that the CH2 pathway emits the least CO2 (i.e., 0.14 

kgCO2equ/ kgH2) since the compression process does not consume much energy (i.e., 0.57 kWh/ kg CH2) 

compared to other conditioning processes in other pathways. Thus, the compression process represents only 

5.4% of the total GWP. While the conditioning stage in the LH2 – H2 and NH3 – H2 pathways contribute to 

29.6% (i.e., 1.17 kgCO2equ/ kgH2) and 28.6% (i.e., 1.46 kgCO2equ/ kgH2) of the total GWP, respectively. They 

have a higher GWP than the CH2 pathway as the conditioning process in these pathways consumes more 

electricity than the compression process in the CH2 pathway; hence, they have more emissions. While the CO2 

hydrogenation process in the CH3OH – H2 pathway emits the most CO2 (i.e., 1.66 kgCO2equ/ kgH2) compared 

to other conditioning processes in other pathways as this process consumes 10.9 kWh/ kgH2. In addition, it 

includes capturing CO2 to use as a feedstock for the process. However, the GWP of this CO2 hydrogenation 

process contributes only 17.3% of the total GWP in the CH3OH – H2 pathway, as the reconditioning stage of 

this pathway contributes the most to the total GWP. 

 
Fig. 3. The GWP of each stage in the HSN of each pathway when CPV-T collectors are employed 

From the transportation stage, the emissions from each pathway are insignificant since this paper considers 

transporting one kg of hydrogen over 100 km. However, transporting compressed hydrogen in containers emits 

the lowest CO2 (i.e., 0.00082 kgCO2equ/ kgH2) as it has the lowest density, 38 kg/ m3. While transporting 

methanol in tankers emits the highest CO2 (i.e., 0.003 kgCO2equ/ kgH2) as it has the highest density, 792 kg/ 

m3. As the density of the product increases, more quantities can be transported overseas. Thus, more fuel is 

consumed during the voyage, which results in more emissions. 

From the storage stage, storing methanol in the CH3OH – H2 pathway emits the least CO2 emissions (i.e., 

0.0023 kgCO2equ/ kgH2) as not much energy (i.e., 0.012 kWh/ kgCH3OH) is required to store the methanol 

compared to other products. This is because methanol can be stored as a liquid at ambient temperature and 

pressure, typically not requiring refrigeration. In addition, methanol has the lowest boil-off (i.e., 0.005%) and 

low boiling points. The methanol storage contributes to 0.02% of the total GWP. While storing liquid hydrogen 

in the LH2 – H2 pathway emits the highest CO2 emissions (i.e., 0.026 kgCO2equ/ kgH2) as a significant quantity 

of energy (i.e., 0.042 kWh/ kgLH2) is needed to store the liquid hydrogen compared to other products. This is 

because liquid hydrogen must be cooled to a very low temperature (-253°C) to maintain its liquid state, which 

requires significant energy. In addition, liquid hydrogen has the highest boil-off (i.e., 0.18%). The liquid 

hydrogen storage contributes to 0.7% of the total GWP.  

From the reconditioning stage, the CH2 pathway does not include a reconditioning process, as compressed 

hydrogen is delivered to the end consumer. Therefore, the regasification process in the LH2 – H2 pathway 

emits the least CO2 (i.e., 0.23 kgCO2equ/ kgH2) as it consumes 0.047 kWh/ kgH2 compared to ammonia cracking 

(i.e., 1.93 kWh/ kgH2) and CO2 dehydrogenation (i.e., 0.37 kWh/ kgH2 and 10 kWh/ kgH2 of thermal energy). 

Thus, the regasification process contributes to 5.4% only of the total GWP. However, the CO2 dehydrogenation 

process in the CH3OH – H2 pathway emits the most CO2 (i.e., 5.43 kgCO2equ/ kgH2) compared to other 

reconditioning processes in other pathways, as it is an endothermic process that requires much heat and 

electricity to dehydrogenate methanol to hydrogen; hence burning natural gas emits CO2. The CO2 

dehydrogenation process contributes to 56.6% of the total GWP as this process consumes the most electricity 

compared to other processes in other stages of this pathway. Hence, it produces the most emissions. 
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CONCLUSION 

The environmental impact associated with different green hydrogen supply chains is a relevant factor in the 
energy transition toward Net Zero. So far, this issue received limited attention from scholars. The present paper 
conducted LCAs for twelve green hydrogen pathways to determine the one with the lowest GWP. The proposed 
HSC consisted of five stages: production, conditioning, storage, transportation, and reconditioning. Three 
different primary energy production are considered to be coupled with an electrolyzer, for hydrogen production: 
PV panels, PV-T collectors, and CPV-T collectors. The LCA results indicate that the HSN pathway with the 
lowest emissions, measuring just 2.67 kgCO2equ/ kgH2, involves coupling CPV-T collectors with an electrolyzer. 
In this pathway, the produced green hydrogen is subsequently compressed in a compression process, stored, 
transported in a compressed hydrogen container, and delivered as compressed hydrogen to end-customers. The 
LCA results coincide with findings from the literature where [4] and [5] reported that compressed hydrogen is the 
most environmentally friendly pathway when considering the same scope as them. For future work, this paper 
can extend the LCA by including other pathways, such as delivering ammonia or methanol as end products to 
customers instead of reconditioning them back to hydrogen. Afterward, it can compare all pathways to determine 
the one with the lowest GWP.  
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ABSTRACT  
The integrated system is designed to simulate the production of biomethanol and hydrogen, aiming to mitigate 
the pine beetle problem in British Columbia. The model incorporates robotic harvesting and steam gasification of 
woody bioresources derived from pinecones. Aspen Plus and MATLAB software are used to run the simulation. 
Gasification, syngas post-treatment, and methanol synthesis are the three primary stages of the procedure. The 
analysis of the system is conducted based on thermodynamic evaluations. The present system produces 0.17 
kg/s of methanol and 0.025 kg/s of hydrogen, respectively. 
 
Keywords: Methanol, Hydrogen, Biomass, Gasification. 
 
INTRODUCTION 
Global energy consumption has experienced a tremendous and alarming increase recently. Concerningly more 
greenhouse gas (GHG) emissions have been released as a result of this peak. The amount of CO2 in the 
atmosphere is mostly influenced by emissions that result from the burning of fossil fuels. In British Columbia, the 
mountain pine beetle (MPB) has caused significant damage to trees. The health of the forestry sector and the 
viability of numerous communities in particular regions of the province are seriously threatened by this infestation. 
An environmentally beneficial and renewable option is bio-based energy. One of the most potential substitutes 
for traditional fuels among them is biofuels. Zhang et al. [1] suggested that the results of the economic evaluation 
point to the possibility for the manufacture of bio-methanol from charcoal to be a compelling and alluring option. 
Sattar et al. [2] determined that according to the results, increasing steam flow and temperature also results in a 
significant increase in dry gas yield and carbon conversion. While differences in particle size have little effect on 
the composition of the gaseous products, there is a drop in the volume percentage of hydrogen at high 
temperatures. Schweitzer et al. [3] proposed dual fluidized bed steam gasification process, product gas is 
produced that has a high calorific value. This technology has been successfully demonstrated at a small scale in 
research using clean biomass sources like wood pellets or wood chips, demonstrating its potential for practical 
applications. A new method is used for producing bio methanol and hydrogen by the steam gasification process 
of pinecone biomass, post-syngas treatment, and methanol synthesis. The objectives are solving the mountain 
pine beetle problem in BC with developing a new multigeneration system with clean energy sources, modelling 
and analysing the developed system thermodynamically, and evaluating the performance of the system. 

 
Fig. 1. The Aspen Plus simulation diagram of the designed system. 

 
SYSTEM AND SIMULATION 
Fig. 1 illustrates the Aspen Plus schematic diagram of the presently developed system which produces 
biomethanol from hydrogen. In order to synthesize methanol, the chemical reaction is given as follows: 

𝐶𝑂2 + 3𝐻2 → 𝐶𝐻3OH+ 𝐻2𝑂                                                                (1) 

The production of gases and steam in the process are presented as follows: 

𝑊𝑎𝑡𝑒𝑟 𝑔𝑎𝑠 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛: C + 𝐻2𝑂 ↔ 𝐶𝑂 + 𝐻2       (2) 

𝑊𝑎𝑡𝑒𝑟 𝑔𝑎𝑠 𝑠ℎ𝑖𝑓𝑡 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛: CO + 𝐻2𝑂 ↔ 𝐶𝑂2 +𝐻2      (3) 

𝑆𝑡𝑒𝑎𝑚 𝑚𝑒𝑡ℎ𝑎𝑛𝑒 𝑟𝑒𝑓𝑜𝑟𝑚𝑖𝑛𝑔 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛: 𝐶𝐻4 +𝐻2𝑂 ↔ 𝐶O + 3𝐻2    (4) 
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RESULTS AND DISCUSSION 
The mass flow rates of every stream that exists in the process of the system are shown in Fig 2.In product, 
biomethanol production has the highest value of the stream which is 0.17 kg/s of methanol. In syngas, the 
hydrogen production value is estimated as 0.025kg/s of hydrogen. In both off-gas and syngas, CO2 production 
is determined as 0.064kg/s. 
 It is estimated that 57.5% of pinecone biomass is successfully converted into bio-methanol. In comparison 
to the average range of 50–60% for such conversions, this result shows that a sizable amount of the energy 
content in the input biomass is efficiently transformed into bio-methanol. The intended system has been fully 
automated because of the robotic harvesting method's implementation, and it therefore has a radically entirely 
novel viewpoint. 

 
Fig. 2. The production flow rates of CO2, CH4O and H2 gases of all streams 

 
 
CONCLUSIONS 
In this system, results show that the steam gasification, following syngas treatment and methanol synthesis 
processes successfully transforms a sizeable percentage of the energy present in the raw pinecone biomass 
into bio-methanol and hydrogen. The system has integrated the robotic harvesting approach to reach full 
automation, and this study shows that increasing level of efficiency have been attained. 
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ABSTRACT  
This study presents a nuclear-based hydrogen production system where a high-temperature gas-cooled reactor (pebble 
bed module) is used to meet the required energy demand of a hydrogen production facility. The 3-step and 4-step 
magnesium-chlorine (Mg-Cl) cycles are considered to examine hydrogen production capacities. The studies are carried 
out by comparing different reaction conversion ratios for both cycles. Also, the 3-step Mg-Cl cycle is found to be more 
efficient for hydrogen production compared to the 4-step Mg-Cl cycle. Moreover, the hydrogen production rate 
decreases a decrease in the conversion ratio. 
 
Keywords: Nuclear hydrogen production, HTR-PM, Magnesium-chlorine cycles.  
 
INTRODUCTION   
Hydrogen is clearly recognized as a sustainable solution for continually increasing energy demand. Hydrogen which 
is an energy carrier can be produced by using different methods including thermochemical cycles and electrolysis. 
The required high thermal energy can be met from renewable energy sources or nuclear reactors. Nuclear reactors 
can be a good option for high temperature requirements to produce hydrogen. In this context, there are lots of studies. 
Naterer et al. (2010) examined Canada’s nuclear hydrogen production program by using the copper-chlorine (Cu-Cl) 
cycle. A cogeneration system which consists of high-temperature gas-cooled reactor (HTR-PM), sulfur-iodine (S-I) 
thermochemical cycle and seawater desalination facilities, was investigated elsewhere (Rodríguez et al. 2022). Temiz 
and Dincer (2021) designed and assessed a new hybrid system, which this system comprises a solar energy system, 
high-temperature nuclear reactor (HTR-10), fresh water and high temperature solid oxide electrolysis unit. Asal and 
Acır (2023) investigated hydrogen production potential of LIFE fusion reactor via various hydrogen production 
methods, cobalt-chlorine (Co-Cl), copper-chlorine (Cu-Cl) and sulfur-iodine (S-I) cycles. In this present study, high-
temperature gas-cooled pebble bed module (HTR-PM) and 3-,4-step magnesium chlorine cycles were integrated 
and the hydrogen production amounts of both cycles were examined. While the calculations were made, different 
reaction conversion ratios (0.5, 0.6, 0.7, 0.8 and 0.9) were used for both 3-step and 4-step Mg-Cl cycles.  
 
SYSTEM DESCRIPTION 
The high-temperature gas-cooled reactor – pebble bed module (HTR-PM) was designed by the Tsinghua University 
of China (Hong et al. 2006). The thermal capacity of the reactor is 500.00 MW th (2 units) and the coolant inlet and 
outlet temperatures are 250°C and 750°C, respectively (IAEA 2011). The required thermal to produce hydrogen 
power and electricity were met from the nuclear reactors. Figure 1 shows the system layout for present system by 
considering some earlier studies as a guiding sources (Ates and Ozcan 2022; IAEA 2011). 

 
Fig. 1. A schematic diagram of the current nuclear-based hydrogen production system 
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The producing hydrogen amounts were calculated using flow mass ratio balance equations as follows:  
 

∑ �̇�𝑖𝑛 = ∑ �̇�𝑜𝑢𝑡   (1) 

�̇�𝑥 =
𝑃ℎ𝑝𝑓

𝑞𝑡𝑜𝑡
           (2) 

�̇�𝑦 = �̇�𝑥.
𝑢𝑦

𝑢𝑥
. 휂         (3) 

where, �̇� is mass flow rate (kg/s), 𝑢 is molar mass of compounds (g/mol), 휂
 
is the efficiencies of reactions and 𝑞

𝑡𝑜𝑡
 

is the total energy value (MJ/kg) which was assessed via the Energy Balance and Shomate Equations as 

�̇�𝑖𝑛 = �̇�𝑜𝑢𝑡         (4) 

�̇�𝑖𝑛 + �̇�𝑖𝑛 + ∑ 𝑛𝑖𝑛 𝐻𝑖𝑛 = �̇�𝑜𝑢𝑡 + �̇�𝑜𝑢𝑡 + ∑ 𝑛𝑜𝑢𝑡 𝐻𝑜𝑢𝑡    (5) 

𝑄 = ∑𝑛𝑜𝑢𝑡 (ℎ̅𝑓
𝑜 + ℎ̅(𝑇) − ℎ̅0)𝑜𝑢𝑡 − ∑𝑛𝑖𝑛 (ℎ̅𝑓

𝑜 + ℎ̅(𝑇) − ℎ̅0)𝑖𝑛 (6) 

ℎ̅(𝑇) − ℎ̅0 = 𝐴𝑇 + 𝐵
𝑇2

2
+ 𝐶

𝑇3

3
+ 𝐷

𝑇4

4
−

𝐸

𝑇
+ 𝐹 − 𝐻   (7) 

where, �̇� shows total energy transfer (kW), �̇� is the energy transfer by heat (kW), �̇�  is the energy transfer by work 

(kW), ℎ̅𝑓
𝑜 is enthalpy of formation (kJ/mol), ℎ̅(𝑇) is sensible enthalpy of a given state (kJ/mol), ℎ̅0 is standard sensible 

enthalpy at 25°C and 1 atm (kJ/mol), T is the specified temperature’s 1/1000 in K. Also A, B, C, D, E, F and H are 
constants (NIST Chemistry WebBook) which are given in Table 1. 

Table 1. The required parameters for Shomate equations (NIST Chemistry WebBook) 

Compound 
�̅�𝒇
𝒐 

 (kJ/mol) 
A B C D E F G H 

MgCl2 (s) -641.62 78.307330 2.435888 6.858873 -1.728967 -0.729911 -667.5823 179.2639 -641.6164 

H2O (g) -241.83 30.092 6.832514 6.793435 -2.534480 0.082139 -250.8810 2233967 -241.8264 

MgO (s) -601.24 47.25995 5.68162 -0.872665 0.104300 -1.053955 -619.1316 764618 -601.2408 

HCl (g) -92.31 32.12392 -13.45805 19.86852 -6.853936 -0.049672 -101.6206 228.6866 -92.31201 

Cl2 (g) 0 33.0506 12.2294 -12.0651 4.38533 -0.159494 -10.8348 259.029 0 

O2 (g) 0 30.0235 8.772972 -3.988133 0.788313 -0.741599 -11.32468 236.16630 0 

H2 (g) 0 33.066178 -11.363417 11.432816 -2.772874 -0.158558 -9.980797 172.707974 0 

 

There are lots of studies about nuclear hydrogen production, which uses various hydrogen production methods 
including steam methane reforming (SMR), high temperature electrolysis (HTE), copper-chlorine (Cu-Cl), cobalt-
chlorine (Co-Cl), sulphur-iodine (S-I) and magnesium-chlorine (Mg-Cl) cycles. Whilst the reactions are named as 
hydrolysis, chlorination, electrolysis and decomposition in the 4-step Mg-Cl cycle, the decomposition reaction is 
eliminated in 3-step Mg-Cl reaction. In Fig. 2, the schematic representations of cycles were illustrated. While the 
maximum temperature is 500°C for 3-step Mg-Cl cycle, this value is 475°C for 4-step cycle (Ozcan and Dincer 2016). 

 

Fig. 2. The schematic representations of the cycles (a) 3-step Mg-Cl cycle; (b) 4-step Mg-Cl cycle.  
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RESULTS AND DISCUSSION 
In this section, hydrogen production results were evaluated. In Fig.3 (a), the required H2O mass flow rates and 

produced O2 values are given. While the H2O mass flow rates are constant for all conversion ratios, produced O2 

amounts go up with rising conversion ratios. The produced O2 amount of 3-step Mg-Cl cycle is calculated as 53.2 

kg/s for 0.9 conversion ratio. Moreover, this value is 13.7 kg/s for 4-step Mg-Cl cycle. Fig. 3 (b) illustrates produced 

hydrogen amounts via Mg-Cl cycles. More hydrogen is produced by using the 3-step Mg-Cl cycle than 4-step Mg-Cl 

cycle. The highest amount of produced hydrogen is obtained with 3-step Mg-Cl cycle and 0.9 conversion ratio.   

 

 
Fig. 3. Mass flow rates of H2O and produced O2 ; (b) Produced H2 amounts according to conversion ratios. 

 

CONCLUSIONS 
The analysis carried out in this study obtains: (a) The HTR-PM integrated 3-step Mg-Cl system produced more 
hydrogen than the HTR-PM integrated 4-step Mg-Cl system for this presented system, (b) As the reaction conversion 
ratios increase, the producing hydrogen amounts rise steadily and (c) For the 0.9 conversion ratio, the 3-step and 4-
step Mg-Cl cycles produce 6.7 kg/s and 3.7 kg/s H2, respectively.  
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ABSTRACT 
In the presented paper, a new approach where the electrolysis cathodes are 3D-printed and coated for alkaline 
water electrolysis is investigated. Alloys including copper and iron are considered with nickel as coatings using 
electrodeposition. A new flow-through electrode design is compared with the traditionally designed electrodes. The 
flow-through electrodes were shown to have 70% higher efficiency than the coated 3D-printed electrode of the 
conventional design. 3D printing provides a safe design place for exploring unconventional electrode designs for 
improving electrolysis performance and efficiency.  
 
Keywords: Hydrogen production, electrolysis, cathodes, energy, efficiency. 
 
1. INTRODUCTION 
Recently, hydrogen has been emerging as a popular clean fuel. Hydrogen can be produced from many sources and 
produces zero emissions when used as a fuel. Hydrogen is critical for tackling climate goals. It has many advantages, 
it has the potential to store, produce, and move energy [1]. 3D printing is an additive manufacturing technique that 
has become a popular approach in recent years for fabricating a variety of objects and geometries. Researchers 
have looked at various techniques for electroplating materials using electrodeposition. The general technique 
consists of a circuit using an anode, cathode, and electrolytic bath. For example, Huner et al. [2] conducted a study 
where they tested a nickel and platinum (Ni-Pt) coating on 3D-printed electrodes printed with graphene-based PLA. 
The 3D-printed and coated electrodes were investigated for hydrogen evolution reactions. 
 
2. EXPERIMENTAL  
A two-electrode electrodeposition system is implemented as the experimental setup to coat the electrodes. There 
are two main metal coatings that are investigated for electrodeposition on the 3D-printed electrodes, printed using 
conductive PLA and a 3D printer. Nickel and copper and nickel and iron are electroplated. The electroplating system 
consists of a platinum-coated titanium mesh electrode which is used as the counter electrode (anode). The part 
being coated (3D-printed electrode) is used as the cathode. Direct current is applied to the anode (+) and the 
cathode (-) which breaks down ions from the electrolyte bath and plates the part being coated (cathode). The 
composition of the electrolyte bath varied depending on the metal which was being coated. For hydrogen testing, a 
setup was implemented to test the electrodes using a cell to imitate the conditions of water electrolysis. Figure 1 
shows the hydrogen testing apparatus used to test the prepared electrodes for the hydrogen evolution reaction. A 
316 stainless steel electrode was used for the anode. The coated 3D-printed electrodes were used as the cathode. 
The produced hydrogen was collected and measured using the MQ-8 hydrogen gas sensor with Arduino.  

 
Fig. 1. Electrolysis cathodic testing and hydrogen measurement setup 
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Figure 2 shows the coated electrodes using electrodeposition of the two designs investigated for hydrogen 
production. The coated electrodes were then tested for hydrogen flow rate.  

       
                       (a)                                          (b) 

Fig. 2: (a) Nickel-copper coated electrodes (b) Nickel-iron coated electrodes   
 
3. ANALYSIS 
The amount of metal coating deposited during the electrodeposition is considered in this section. The metal 
deposited onto the electrode during electrodeposition can be calculated using Faraday’s law as given as follows: 

W =
ItM

nF
          (1) 

where W is the amount of coating deposited on the electrode in grams (g), I is the current in amps (A), t is the 
deposition time in seconds (s), M is the molar mass of the metal plated (g/mol), n is the number of electrons involved 
and F is the Faraday’s constant (96485 C/mol).  
 
The energy and exergy efficiency of the electrode testing system is given as: 


𝑒𝑛
 =

�̇�𝐿𝐻𝑉

�̇�𝑖𝑛
           (2) 

 


𝑒x
 =

�̇�𝑒𝑥𝑐ℎ

𝐸�̇�𝑖𝑛
            (3) 

where LHV is the low heating value of hydrogen (120 MJ/kg), �̇� is the mass flow rate of the hydrogen produced, 

and 𝑒𝑥𝑐ℎ (116.6 MJ/kg) is the chemical exergy. 

For alkaline water electrolysis water is supplied with the addition of either potassium hydroxide or sodium hydroxide. 
Direct current is applied at the anode and cathode to split water. Oxygen and hydrogen are produced as the resulting 
gasses from the reaction. The reaction at the cathode is given by equation 4.  
: 

2𝐻2𝑂(𝑙) + 2𝑒
− → 𝐻2(𝑔) + 2𝑂𝐻(𝑎𝑞)

−   𝑉 = 0.85 𝑉       (4) 

The composition of the electrolyte bath for copper coating consisted of 25 g copper sulfate with approximately 0.1 
to 0.5 ml sulfuric acid with a pH of 2.5 to 3. An iron electrolyte bath with the composition of 33.3 g of iron sulfate, 
8.4 g of iron chloride, and 2.67 g of ammonium chloride in 200 ml of distilled water was prepared for 
electrodeposition of iron Table 1 shows the parameters used to coat the 3D-printed electrodes along with the amount 
of coating of each metal coated.  
 

Tab. 1: Electrodeposition parameters and metal coating amounts 

Metal Coating Nickel Coating Alloy Metal Coating 

Current 
(A) 

Time (h) Deposition 
(g) 

Current 
(A) 

Time (h) Deposition (g) 

Ni-Cu 0.8 2 1.75 0.7 2 1.66 

Ni-Fe 0.8 4 3.5 0.8 2 1.67 

 
4. RESULTS AND DISCUSSION 
The energy efficiencies of the flow-though and conventional electrodes are directly compared. To evaluate the 
performance of the coated electrodes, the nickel-copper samples were tested for 1 hour three times to obtain 
average results. From the results of the experiments conducted three times (15 min, 30 min, and 1 h) a relation 
between the hydrogen mass flow rate and the operation time was developed. The tests were performed for the 
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nickel-copper coated flow-through, and the initial design coated CPLA 3D-printed electrodes. 
 

 
Fig. 3: (a) Efficiency (b) Average hydrogen mass flow rate for coated flow through and traditional electrodes  

The mass flow rate is high in the first 15 minutes, when the flow rate decreases until it is stabilized. It can be 
observed that the flow-through electrode has a higher flow rate at the start compared to the initial design. With time 
the mass flow rate of the two electrodes is relatively similar. It can be seen that the efficiencies of the coated flow 
through electrodes are much higher than the initial design of coated 3D-printed electrodes. The efficiencies of the 
flow-through electrodes for the same coating metal is approximately 74% higher. The higher efficiency is directly a 
result of faster mass transport and higher hydrogen production rate for the flow-through design. In addition, the flow 
through electrodes requires less energy for the hydrogen produced compared to the initially designed electrodes. 
The increase in mass transport reduces the losses due to ohmic overpotential that occur between the electrolyte 
and the electrode. The presented study shows that the flow-through design has higher hydrogen production rates 
and much higher efficiencies compared to conventional electrode designs.  
 
5. CONCLUSIONS 
Hydrogen is an emerging clean fuel for the replacement of fossil fuels. No emissions are released when hydrogen 
is used as a fuel. Electrolysis is a common device used for hydrogen production, more commonly for green hydrogen 
production. Better solutions are needed to reduce hydrogen production costs, increase feasibility, and make 
hydrogen production more easily accessible. This paper presents a new approach for preparing the electrodes used 
in electrolysis for hydrogen production. A water-memberless alkaline electrolysis is considered, and the performance 
of the cathodes (coated 3D-printed electrodes) is evaluated in a 1M potassium hydroxide (KOH) added to the water 
supplied. The method considered for coating the 3D-printed electrodes using electrodeposition as the coating 
technique. Two electrode designs are investigated for hydrogen production, the conventional design and a flow-
through electrode design. The flow-through electrode design was found to be the better design as the hydrogen 
production rate was increased. In addition, the energy efficiency of the flow-through electrode was ~70% higher 
compared to the traditional coated solid electrode design coated with the same metals. the efficiencies of the coated 
3D-printed were low for commercial applications. However, this technology can be beneficial as a design space that 
can help improve the respective efficiencies and hence performance of conventional electrode designs.   
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ABSTRACT  

The piston reactor is a novel chemical reactor concept with many unique offerings. It is a repurposed 

internal combustion engine but is now used as a chemical reactor to make valuable products in the 

exhaust while offering the possibility for integration with electricity via mechanical work. Low-carbon 

hydrogen is considered an important energy carrier for the future of energy transition. The implementation 

of electrified, downsized, and compact methane conversion has been identified as a promising direction 

to intensify hydrogen production and reduce carbon footprints. To date, the applications studied for the 

piston reactor have been limited to a few reaction routes with limited experimental work.  All work on 

hydrogen production has been limited to partial oxidation till now. This study wants to assess the feasibility 

of steam methane reforming (SMR) and auto thermal refining (ATR) for hydrogen production in piston 

reactors under typical ICE engine conditions, targeting small-scale hydrogen plants at a scale of 25 TPD 

capacity. To enable an early-stage screening of the reaction before intensive experimental validation, a 

model-based approach is proposed based on coupling a zero-dimensional thermodynamic model with 

kinetics from the literature. It is used to explore the reactor operating conditions and generate full mass 

and energy balance. Process level considerations are accounted for right from the early stage of 

exploration. This approach narrows down the exploration space and provides informed decisions on the 

direction of the experimental work and process development. The SMR route revealed poor performance 

in the piston reactor while the ATR route showed superior performance (conversions > 90%). The ATR 

piston reactor process has a lower blue hydrogen production cost compared to that of the conventional 

process while keeping comparable CO2 emissions. The availability of a power integration option with the 

heat generated provides a key advantage for the carbon capture and compression part. Overall, the used 

methodology proves valuable in assisting early-stage exploration. Also, the piston reactor shows some 

promise as a compact reactor suitable for small-scale hydrogen production facilities. 

Keywords: Piston Reactor, Sustainability, Hydrogen, electrification. 

 

INTRODUCTION 

The piston-reactor is a novel concept that converts electrical energy into mechanical-work, and 

subsequently to chemical products [1,2]. It offers a simple and compact technology to carry out chemical 

reactions within a unique operating window at very high temperatures around 1500K, and pressures up 

to hundreds of bars within milliseconds. The rapid gas expansion leads to quenching of the reacting 

mixture which hinders secondary reactions of metastable species toward undesired by-products. The 

emerging piston reactor offers a unique, compact platform for chemical reactions, presenting 

opportunities for electrically driven operations distinct from conventional methods. To date, the 

applications studied for the piston reactor have been limited to a few reaction routes [3-5] with limited 

experimental work. 

Hydrogen is considered an important energy carrier for low-carbon and net-zero economies [6]. Today, 

most hydrogen is produced from natural gas [7]. There are currently three commercial routes for 

hydrogen production from natural gas, namely partial oxidation of methane (POM), autothermal 

reforming (ATR), and steam reforming (SMR) [8, 9], with over 95% of global hydrogen being produced 

via SMR [8]. All three routes are commercially mature, but also associated with high CO2 footprints [10]. 

The implementation of electrified and down-sized, compact reformers has been identified as a direction 

to intensify hydrogen production and reduce carbon footprints [11]. This could potentially enable 

hydrogen production facilities in regions with small gas reserves, biomethane produced from many 
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decentralized feedstock locations, and the utilization of stranded gas that would otherwise be flared [12, 

13]. An example of such technology is an electrified reformer based on resistive heating supplied with 

renewable electricity to drive the catalytic SMR reactions to provide compact hydrogen production with 

reduced emissions compared to current reforming technologies [11].  

The emerging piston reactor offers a unique, compact platform for chemical reactions, presenting 

opportunities for electrically driven operations distinct from conventional methods. This reactor is similar 

to the traditional internal combustion engine, compressing gas or liquid streams to generate high 

pressures and temperatures within milliseconds, fostering non-equilibrium states and inhibiting 

undesired reactions. While past studies on hydrogen production in piston reactors largely focused on 

POM, avenues exploring SMR and ATR remain underexplored due to their catalyst-dependent, 

endothermic nature. Existing attempts like the CHAMP-SORB membrane-based piston reactor or 

patented systems showed promise but lacked comprehensive data, hindering conclusive feasibility 

assessments. Despite the potential shown, commercializing piston reactors faces technical and 

interdisciplinary challenges, necessitating optimization for overall chemical production process design.  

 

Figure 1. Schematic of a piston reactor (a), and operating temperature and pressure window compared 

to other reactors (b), in-cylinder pressure and temperature profiles (c). 

 

This work aims to theoretically evaluate if steam methane reforming (SMR) and methane autothermal 

reforming (ATR) constitute promising routes for hydrogen production using piston reactor technology 

for typical parameters and conditions encountered in automotive internal combustion engines (ICE). 

Specifically, the aim is to use reactor modeling and consider process design aspects in the early stages 

of investigation to provide direction and justify the next research and development stages involving 

experimentation, while eliminating infeasible options from further expensive analysis. The piston reactor 

is first modeled using a zero-dimensional thermodynamic single-zone piston model coupled with 

available steady-state kinetic models for these routes. A model-based analysis is conducted to explore 

the operating window and limitations of SMR and ATR in the piston reactor. If the reaction 

underperforms under best-case conditions, then the reaction route is eliminated from further 

assessments and studies. For the promising route and conditions, process intensification potential is 

evaluated versus conventional reactor technology. Afterward, the implementation of the piston reactors 

into grey and blue hydrogen production process designs is explored to understand overall performance 

and economy of scale effects. This work wants to demonstrate and highlight the value of the 

implemented approach for quickly identifying promising directions for further detailed experimental and 

modeling studies during early-stage exploration.    
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MODEL DEVELOPMENT  

A Zero-dimensional single-zone thermodynamic model is established for a four-stroke single-cylinder 

piston reactor. The model accounts for the temporal change of cylinder volume, pressure, temperature, 

and species concentrations. A homogeneous gas mixture is assumed for each state; thus, spatial 

variations inside the piston chamber are neglected.  The simulated model starts with a prefilled cylinder 

that self-ignites due to compression without an external influence; consequently, no flame propagation or 

spark ignition is modeled in this work. The model handles only the closed part of the thermodynamics 

cycle, including compression, reaction, and expansion; without considering gas exchange processes. The 

simulation starts at the bottom dead center (BDC) and at inlet valve closing time (IVC). A full crankshaft 

rotation is then carried out until the exhaust valve opening time (EVO). Thermodynamic properties of the 

chemical species, including enthalpy and heat capacity, are represented by the seven-term NASA 

polynomials reported by Gordon and McBride [25, 26]. The closed cycle model was discretized into small 

crank angle/time steps. The source for the reaction rate is predicted using steady-state catalytic kinetic 

models available from the literature. The reactor model is pseudo-homogenous in which the catalyst 

amount is used to compute the rate of the reaction. The catalyst location is not relevant in this model 

but its total volume relative to the cylinder volume is accounted for to ensure a realistic value is being 

implemented. The amount of catalyst is treated as a theoretical model value. It is adjusted till a reasonable 

reaction rate is achieved which was 5 g in this work. The pseudo-homogenous assumption means there 

are no mass transfer limitations considered between the gas phase and the solid particles at this stage. 

Piston dimensions of 400 cc displacement volume, 16.5 compression ratio, and RPM of 3000 all similar 

to typical ICE engine specifications.  

  

  

RESULTS AND DISCUSSION 

STEAM REFORMING – BASE CASE IN PISTON REACTOR 

A base case scenario for the piston reactor operating under steam reforming conditions is defined. The 

piston RPM, dimensions, and intake conditions were selected to be in a typical operating window range 

used in automotive engines. In this case scenario, the selected intake temperature and pressure were 

at 660K and 1 bar respectively [1]. An H2O/CH4 ratio of 3.56 and a speed of 3000 RPM were used with 

piston dimensions of 400 cc displacement volume and 16.5 compression ratio. Figure 2 displays the 

evolution of species mole fractions and temperature across the crank angle. Although the reaction was 

initiated, resulting in the production of synthesis gas and CO2, methane conversion reaches only 13%, 

hindered by the insufficient in-cylinder temperatures of approximately 1011 K at maximum, unable to 

drive SMR reactions effectively. Compression-generated adiabatic heating is insufficient to drive the 

highly endothermic SMR reaction at adequate rates. Additionally, high in-cylinder pressure, caused by 

compression, promotes backward reactions, impacting methane consumption. The feed intake 

temperature is a key parameter to increase the SMR conversion. However, it has limitations on how 

much it can be increased and cannot increase the methane conversion to a level similar to those 

reached in industrial SMR reactors. Diluting the feed with argon is another method that can be used to 

decrease the heat capacity of the intake gas mixture and hence increase the temperature during the 

compression phase. However, this simultaneously reduces the absolute mole percentage of the 

produced species in the exhaust stream. 
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Figure 2: Evolution of species and in-cylinder temperature and temperature of the non-reacting mixture 

as a function of the crank angle at N = 3000 RPM, Tintake = 660 K, Pintake = 1 bar, H2O/CH4 = 3.561. 

 

AUTOTHERMAL REFORMING – BASE CASE IN PISTON REACTOR 

ATR combines the principles of SMR with methane combustion into one unit by adding some oxygen 

to the methane and steam feed mixture[14, 15]. The presence of oxygen triggers the exothermic 

oxidation reaction via auto-igniting methane, and the heat released during the reaction fulfills the energy 

demand of the endothermic SMR reactions. Thus, the main advantage of ATR is that the process is 

thermally neutral because the heat generated by the exothermic reaction sufficiently meets the energy 

requirement of SMR [16, 17]. A base case scenario for the piston reactor operating under ATR 

conditions is defined similarly to the discussed SMR base case. Figure 3 shows the species evolution 

and temperature changes throughout the crank angle. At the start of compression, reactant 

concentrations remain steady due to insufficient temperature. Approximately 18o before TDC, methane 

ignites at 1160 K, leading to a swift temperature surge from 1036 K to 2306 K. The reaction unfolds in 

two phases: first, oxygen consumption generates partial oxidation and full combustion products, 

peaking H2O, and CO2. Second, the remaining CH4 reacts with H2O and some CO2, yielding synthesis 

gas with 89% methane conversion and 44 mol% hydrogen. An advantage of ATR in the piston reactor 

is the potential for work extraction from the exothermic reaction, surpassing heat used by endothermic 

reactions. Calculating the network per cycle, an estimate of 1.69 KW of co-generated work highlights 

the piston reactor's poly-generation potential under ATR conditions. 

 

Figure 3: Evolution of species and in-cylinder temperature as a function of the crank angle at N = 3000 

RPM, Tintake = 660 K, Pintake = 1 bar, H2O/CH4 = 1.5 and O2/CH4 = 0.6. 
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A parametric study was done to tune the performance of the piston reactor operating under ATR 

conditions including the rotational speed, intake temperature, and feed composition. Then a case study 

for ATR was selected and a process flowsheet was designed embedding the piston reactor for ATR to 

understand the economics and emissions associated with hydrogen production in a piston reactor as 

shown in Figure 3. The hydrogen plant, designed for a 25 TPD capacity, uses Aspen Plus software with 

HYSYS Peng-Robinson as the equation of state. It employs a piston reactor model, maximizing heat 

recovery and integrating excess heat for power generation. The process meets most power demands 

internally, with minimal external heating and cooling needs. A techno-economic study for 25 TPD 

production shows a CAPEX of $80 million, resulting in an overall production cost of $2/kg H2. Scale 

analysis reveals a 70% cost reduction when scaling up to 300 TPD. Integration of excess heat reduces 

emissions and costs for low-CO2 hydrogen. Comparisons with conventional methods indicate lower 

costs for the piston reactor ATR process, emphasizing the potential cost-effectiveness of reactor-based 

technology and the need for experimental validation. 

 

 

 

 

 

 

 

 

Figure 3: Process flow diagram of the ATR piston reactor process. 

CONCLUSIONS 

This study aimed to assess the feasibility of SMR and ATR for hydrogen production in piston reactors 

under typical ICE engine conditions. Key findings reveal: 

 

• SMR proved unfeasible across wider conditions due to extreme temperature requirements 

(>1700 K) for reasonable conversion. 

• ATR is an attractive route for hydrogen production in the piston reactor and is the choice to 

investigate in more detail in the future. Compared to industrial conventional ATR, the piston 

reactor reaches a similar methane conversion between 89% and 97% while operating at much 

lower pressures of 1 bar, and the intake feed temperature is lower by 283 K; it has much higher 

hydrogen production per catalyst at a 287-fold increase.  

• Thermal coupling of endothermic and exothermic reactions in the piston reactor offers process 

intensification, enhancing catalyst efficiency and energy savings. 

• The ATR piston reactor-based process has a lower blue hydrogen production cost compared to 

that of the conventional process while keeping comparable CO2 emissions. This was enabled by 

the integration of power and heat generated from the piston reactor within an overall process and 

the integration of carbon capture and compression. 

Overall, the piston reactor shows some promise as a compact reactor suitable for small-scale hydrogen 
production facilities. This conclusion was reached by following the modeling-based approach which 
incorporates the process level consideration right from the early stage of exploration. In the future, a 
detailed model accounting for catalysts and the experimental proof is the logical way forward to further 
evaluate and support the development end of the promising ATR route in the piston reactor for the 
production of blue hydrogen. 
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ABSTRACT  
A novel configuration of using plastic waste and biomass-based energy to produce liquid fuel, hydrogen, 

thermal heat, and condensable gases is proposed in this study. The system aims to take advantage of 

key features of co-pyrolysis and gasification of plastic waste and biomass. The ASPEN pus V14.0 is 

employed to predict the efficiency of the process.  The proposed waste processing energy system 

generates 658 kg/h of liquid fuel and 639 kg/h of hydrogen. The sensitivity analysis demonstrates that 

maximum hydrogen production mass flow rate is achieved at steam to carbon (S/C) ratio of 4.0 and 

gasification temperature of 700oC. A considerable trend in liquid fuel production rate is obtained at S/C of 

0.4, 0.8, 1.2, and a temperature range of 200-800oC. 

 

Keywords: Co-pyrolysis and gasification, Biomass and plastic waste, steam to carbon ratio.  

 

INTRODUCTION 
In the era of a circular economy, liquid fuels, for example, ethanol, and energy carriers, for example, 

hydrogen are the main priorities of researchers. Therefore, a new integrated approach for plastic waste 

and biomass-based energy systems is proposed and analyzed in this work. The objectives and scope 

of the present work are to develop a novel biomass-plastic waste-based energy system for the synthesis 

of hydrogen, biofuel, thermal heat, and non-condensable gases and hence to evaluate it 

thermodynamically by employing energy and exergy analysis. To conduct various sensitivity analyses 

so that potential operating variables can be identified.  

 

STUDY AND ANALYSIS 
Ontario contains 122 million tons of landfilling volume. In 2021, 240,945 tonnes of total municipal solid 

waste were generated in Oshawa. Among these, the share of leaf and yard waste is around 28,892 tonnes 

and the share of household plastic waste is around 41,886 tonnes which is 12% and 17.3% of the total 

MSW respectively.  According to the report published by the Ministry of Government Conversation and 

Park, Oshawa is going to face waste problems. It stated that Ontario will utilize all its waste landfilling 

capacity by 2032 and dangerous polluters (CO2, CH4) will be reverting to further landfilling [1]. Therefore, 

it is a high need to utilize this waste in an efficient way. 

 In the proposed configuration, biomass and plastic wastes from Oshawa city are considered major 

feedstock that undergoes drying, co-pyrolysis, and gasification to produce useful commodities of hydrogen 

and biofuel obtained in stream SP26 and SP31. The simulation of co-pyrolysis and gasification of both 

feedstocks is conducted in the ASPEN plus software V14.0 and its schematic is presented in Fig. 1. 

Redlich-Kwong-Soave cubic equation of state with Boston-Mathias alpha function (RKS-BM) was 

employed as base property method for all the thermodynamic properties [2]. The model has been 

developed by considering the following assumptions. (1). Steady-state operational conditions are 

respected in simulation. (2). Heat losses within the plant are ignored.  

 

RESULTS AND DISCUSSION 
Fig. 2 presents the influence of pyrolysis operating parameters such as temperature and steam-to-

carbon ratio on the final flow rate of liquid fuel at output in stream SP31. The variation in pyrolysis 

temperature (𝑇𝑝𝑦𝑟𝑜) is drawn on the x-axis while the variation in steam to carbon ratio (𝑆/𝐶) is shown in 

legends with different colored lines and the resulting production of liquid fuel (�̇�𝐿𝐹) is plotted on the y-

axis. The range of  𝑇𝑝𝑦𝑟𝑜 is taken from 200 to 1200oC and steam to carbon molar flow ratio is considered 

from 0.4 to 4. The calculated sensitivity analysis depicts that pyrolysis temperature and steam-to-carbon 

ratios support the final liquid fuel production. It can be seen that the liquid fuel mass flow rate increases 

by around 52.8% and 43.6% as the temperature of the pyrolysis reactor is increased from 200 to 1200oC 
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at S/C molar flow ratio of 0.4 and 0.6 respectively. However, high values of S/C molar flow ratio (𝑆/𝐶 =

3.2 𝑎𝑛𝑑 3.6) result a lower production of liquid fuel by around 7.51 and 3.57% over the same variation 

of pyrolysis temperature. Even at (𝑆/𝐶 = 4.0), the outlet fuel production increases by only 0.01% that 

demonstrates that higher values of steam to carbon ratio are not favorable for the fuel synthesis 

therefore, higher temperature from 1000-1200oC does not support the fuel synthesis at higher steam to 

carbon ratio. Hence, a gradual increase in the liquid fuel production mass flow rate is evident at lower 

values of 𝑇𝑝𝑦𝑟𝑜 and 𝑆/𝐶.  

 

 
Fig. 1. The ASPEN plus schematic of the proposed conceptual design for the processing of biomass and plastic 

waste 

 
Fig. 2. The calculated sensitivity to variations in the pyrolysis 𝑇𝑝𝑦𝑟𝑜 and 𝑆/𝐶 input to the PYRO REAC of the final 

liquid fuel mass flow rate produced at the output. 
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Fig. 3 represents the influence of gasification temperature and steam-to-carbon ratio on the hydrogen 

production at the output of the gasification reactor in stream SP22 while keeping the air mass flow rate 

constant. The range of 𝑇𝑔𝑎𝑠𝑖𝑓 is considered from 200 to 1200oC and steam to carbon molar ratio is taken 

from 0.4 to 4.0 and the trend of hydrogen production is monitored. The calculated sensitivity analysis 

demonstrates that gasification temperature and steam-to-carbon ratio motivate the hydrogen production 

rate.  

 Overall, as the steam-to-carbon ratio improves, the hydrogen production flow rate peaks between 

600 to 700oC temperature. At lower values of steam to carbon ratio (
𝑆

𝐶
= 0.4 𝑎𝑛𝑑 0.8), the hydrogen 

synthesis rate grows by around 99.1% and 99.6% as the gasification reactor temperature range is 

varied from 200-700oC. One of the possible reasons is the activation of steam methane reforming and 

water gas shift reactions within the gasification reactor. At higher values of steam to carbon ratio (
𝑆

𝐶
=

1.6 𝑎𝑛𝑑 2.0), the hydrogen production flow rate is maximum at around 700oC and after that, it decreases 

by around 14.7 and 16. 5% respectively. It represents that high temperature does not drive the hydrogen 

synthesis flow rate. Furthermore, it can also be depicted those lower values of 𝑆/𝐶 and lower operating 

𝑇𝑔𝑎𝑠𝑖𝑓 suppress the H2 production rate. 

 

 
Fig. 3. The calculated sensitivity to variations in the gasification temperature and steam-to-carbon ratio input to the 

GASIF REAC of the hydrogen production mass flow rate produced at the output in stream SP22. 

 

CONCLUSIONS 
The present work has developed the ASPEN design of co-pyrolysis and gasification of biomass and plastic 

waste for liquid fuel and H2 production. The influence of steam to carbon ratio and operating temperature 

on the final output commodities. The liquid fuel mass flow rate increases by 52.8% at S/C ratio of o.4, 

while the hydrogen mass flow rate increases by 99.1% at the same value of the steam-to-carbon ratio.  

 
Subscripts 
pyro Pyrolysis 
gasif Gasification 
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Abstract 
This study aims to investigate an innovative, multifunctional system designed to achieve dual hydrogen 
generation via Fe-based chemical looping and electrolysis. This system also encompasses capturing 
carbon dioxide emissions from a steel production facility and subsequent methanol production through 
the reaction of hydrogen and carbon dioxide. The system integrates three interconnected cycles, 
Brayton, Rankine, and Organic Rankine, to meet the electrical demands. Furthermore, the system 
features the production of an auxiliary resource in freshwater, obtained through seawater desalination 
and subsequently stored for future utilization. The findings reveal that when utilizing 1.5 kg/s of flue gas 
at a temperature of 1400℃, the system achieves a carbon dioxide capture efficiency of 92.5% using an 
amine-based solution, yielding a total of 0.0027 kg/s of hydrogen and 0.0042 kg/s of methanol with the 
overall energy and exergy efficiencies of 48.6% and 42.5%, respectively. 
 
Keywords: Hydrogen, Methanol, Carbon Capturing. 
 
1. Introduction 
Using renewable energy sources is an attractive strategy for mitigating greenhouse gas emissions to 
avoid climate change. Consequently, a coordinated worldwide effort and investigation is underway to 
accelerate the adoption and integration of renewable energy technology. Two significant technologies 
that have been proven to cut GHG emissions significantly are carbon capture and storage (CCS) and 
hydrogen generation [1]. There is a recent trend to highlight the increasing viability of hydrogen 
generation as an environmentally friendly and adaptable energy source for addressing the 
decarbonization of energy systems and sustainability concerns. It has a variety of uses, including 
fuelling hydrogen fuel cell vehicles and functioning as an energy storage in many integrated renewable 
energy sectors. Hydrogen is now recognized as a key player as we have gone into hydrogen economy 
era. Hydrogen production is vital in moving toward a more sustainable and carbon-neutral energy 
environment due to its clean combustion and versatility as an industrial feedstock [2]. The prevalence 
of methanol production is increasing owing to its versatile nature and significance in the pursuit of 
sustainability objectives. The attractiveness of methanol stems from its potential as an environmentally 
friendly energy carrier, enabling the achievement of environmental objectives while using readily 
available resources since it uses the captured carbon dioxide and the produced hydrogen. Another 
sustainable mature technology involves desalinating sea and brackish water, which provides a 
substantial and reliable source of freshwater to address global water scarcity, enhances water supply 
resilience in arid regions and lowers the freshwater price in various regions. 

A unique integrated system capable of producing and storing various energy sources, including 
hydrogen and methanol, is presented in this research. This system includes an amine-based carbon 
capturing subsystem, which is used for both storing and using carbon dioxide and heating other sectors. 
Moreover, the system has two different hydrogen production subsystems working separately to store 
and use hydrogen. The third subsystem is generating methanol from hydrogen and CO2 and storing it. 
The electricity of this system is produced by coupling 3 different cycles, including Brayton, Rankine and 
Organic Rankine cycles. Furthermore, fresh water is also produced and stored in another subsystem 
from seawater by using multiple desalination processes. The system's uniqueness is derived from its 
singular design, notable results, and ability to effectively tackle the persistent issue of escalating global 
greenhouse gas emissions. Compared to other renewable energy systems, this paper generates a 
diverse array of useful products such as fresh water, electricity, and hydrogen, while mitigating carbon 
emissions and converting it into methanol to utilize it as a sustainable energy source. 
 
2. System Description and Analysis 
Figure 1 is an illustration of the desired multigenerational system. In this system, first, carbon dioxide is 
captured from a steel production facility by using monoethanolamine solution in a subsystem including 
absorber, stripper, heat exchanger1, boiler and condenser. After capturing CO2, it is cooled by passing 
through the condenser and then compressed and stored in a CO2 storage tank for further use. In the 
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meantime, carbon monoxide is extracted from the treated gases after the absorber by using a 
membrane separator in order to be used for chemical looping hydrogen production.  

 
Fig. 1: Layout of the Proposed Multigeneration System 

 
Before the carbon capturing process, the heat from the flue gas of the steel manufacturing 

processes is received by heat exchangers 2 and 3 and then heated the air for the combustion process 
in the Brayton cycle and carbon monoxide before going to reactor 2. 
Hydrogen is the primary production of this system, which is generated using two different techniques: 
Fe-based chemical looping and electrolysis. In the first technique, reactor 2 uses the separated heated 
CO and reacts with iron (II, III) oxide at T=700 ℃, as  

8CO + 2Fe3O4 → 8CO2 + 6Fe ΔH = - 524.8 kJ/mol  

Then, as shown in reactions (2) and (3), in a cyclic manner, half of the iron produced in reactor 
3 reacts with water vapor at a temperature of 700 ℃ and produces hydrogen gas and iron (II, III) oxide. 
This produced hydrogen gas is then compressed and stored in the hydrogen tank. Also, the other half 
of the iron produced from reactor 2 goes to reactor 4, reacts with air oxygen at a temperature of 750 ℃, 
and produces iron (II, III) oxide. Then iron (II, III) oxide from both reactors 3 and 4 return to reactor 2 
and this cycle of hydrogen production is repeated in the same way. 
4H2O + 3Fe → Fe3O4 + 4H2 ΔH = +536.8 kJ/mol  
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2O2 + 3Fe → Fe3O4 ΔH = - 1117.6 kJ/mol  

Hydrogen is also manufactured using a polymer electrolyte membrane (PEM) electrolyzer by 
consuming electricity. A compressor is used to compress the hydrogen that has been created, and it is 
then stored for later use. Afterwards, a specific amount of produced hydrogen and captured carbon 
dioxide, which have been stored in storage tanks, mixed, preheated, and then taken into reactor 1 at 
T= 260 ℃ to produce methanol, as  

3H2 + CO2 → CH3OH + H2O ΔH = - 49.3 kJ/mol  

The required electricity of this system is provided by combining 3 different cycles, which are the Brayton, 
Rankine and Organic Rankine cycles. The heat exchanger 6, used in the organic Rankine cycle, gives 
its heat to the seawater for desalination. Furthermore, fresh water will be produced by a multiple-stage 
thermal desalination process using ocean or sea water as an input. 
 
3. Results and Discussion 
As illustrated in Figure 2, elevating the flue gas mass flow rate within a steel production facility leads to 
a proportional increase in the generation of H2 and CH3OH. For instance, when a mere 0.1 kg/s of flue 
gas is introduced into the carbon capturing subsystem, it yields 0.0013 kg/s of hydrogen and 0.0015 
kg/s of methanol. The comprehensive system has 48.6% and 42.5% of energy and exergy efficiencies, 
respectively. 
 

 
Fig. 2. Effect of flue gas mass flow rate on carbon capture percent and hydrogen and methanol production rate 

 
4. Conclusions 
The results show that by using 1.5 kg/s of flue gas at the temperature of 1400 ℃, it will capture 92.5% 
carbon dioxide by using an amine-based solution and will generate 0.0027 kg/s of H2 in total and 0.0042 
kg/s of CH3OH. Moreover, it can be shown that the exergy destruction of all subsystems has a positive 
correlation with the ambient temperature, indicating that a rise in the ambient temperature leads to a 
corresponding increase in exergy destruction. The use of higher temperatures in the Organic Rankine 
heat exchanger will result in an increase in the rate of freshwater generation. The complete system 
exhibits total energy and exergy efficiencies of 48.6% and 42.5%, respectively. 
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ABSTRACT  

This study proposes an advanced sustainable multigeneration system for power, hydrogen (H2), and 

ammonia (NH3) production with a breakthrough liquid hydrogen (LH2) production process using a dual 

mixed refrigerant (DMR) cryogenic technology. The proposed system integrates a direct oxy-

combustion supercritical carbon dioxide (DOC-sCO2) power plant with water electrolysis (WE) and the 

Haber-Bosch process for power, H2, and NH3 co-generation. To optimize the efficiency, the oxygen 

produced by the WE system is strategically used to significantly reduce the power consumption of the 

air separation unit (ASU), while the ASU's nitrogen gas is used for ammonia production, which results 

in minimizing the costs. Moreover, the WE system's feedwater is internally sourced from the DOC-sCO2 

power block, and the CO2 is effectively captured, achieving near-zero emissions. In the liquefaction 

process, our proposed DMR-LH2 process exhibits superior energy efficiency and flexibility compared to 

existing methods with energy consumption of 3.74 kWh/kgLH2. Thermo-economic analyses are 

performed for the integrated system. These analyses demonstrate impressive results: a levelized cost 

of electricity of 3.01¢/kWh, a levelized cost of LH2 of 1.59 $/kgLH2, and NH3 levelized production cost of 

0.24$/kgNH3, all with energy efficiencies of 47.08% (DOC-sCO2), 70.21% (WE), and 62.32% (NH3), 

respectively. Moreover, the production costs of both H2 and NH3 are reduced by an average of 55% 

(compared to renewable-based systems).  

Keywords: Hydrogen and ammonia production, Water electrolyzer, Liquid hydrogen, Dual mixed 

refrigerants, near-zero CO2 emissions. 

INTRODUCTION 

The direct oxy-combustion (DOC) technology associated with the supercritical carbon dioxide (sCO2) 

power cycle has gained much attention as one of the future power conversion breakthroughs [1]. This 

is due to that the DOC-based sCO2 power system has several advantages over other conventional 

gas/steam power plants including (1) high energy efficiency (reaches 58% [2]) due to the burning of the 

fuel in the presence of pure oxygen (direct oxy-combustion), (2) compactness of the components due 

to the dense behavior of the CO2 at supercritical conditions[3], and (3) the ability of DOC-sCO2 cycle to 

automatically capture the produced CO2 [4]. However, the requirement for pure oxygen for the 

combustion process increases the capital and operational costs of the plant as an energy-intensive air 

separation unit (ASU) is needed (20% of the net output power of the cycle [5]). On the other hand, 

hydrogen (H2) and ammonia (NH3) are considered promising free-carbon energy carriers[6] and are 

expected to play a crucial role in the global energy mix by 2050[7]. They can be produced from 

renewable[8], non-renewable (based on oxide fuel cell [9], and gas turbine [10] systems), or hybrid 

solar-based [11], [12] or biomass-based [13] low-carbon sources and transported for commercial 

applications in the energy import countries such as Japan, China, and Europe[14]. However, their 

relatively high production costs are one of the major barriers to their commercial applications. To 

minimize their costs, several multigeneration system for power, H2, and NH3 are proposed as discussed 

in the comparison section of this study.  

Most of the available multigeneration systems use a renewable energy source to power the system, 

which introduces the challenge of intermittency.  Other systems that use natural gas to drive the system 

utilize the steam-methane reformer to generate H2 which yields the highest CO2 emissions among the 

other H2 production technologies. In addition, all of these systems have no internal use for the produced 

oxygen and required an external source of water for the H2 production process, which minimizes the 

benefits of the system and increases its operating expenditures. Furthermore, most of these systems 

utilize Rankine or organic Rankine cycles to generate electricity. These Rankine cycles have much 

lower energy efficiencies (20-42%) than the DOC-sCO2 power cycle (45-58%). Thus, this study 
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presents an innovative solution for the main issues of these systems by combining the DOC-sCO2, WE, 

HBP, and H2 liquefaction systems in an interactive structure as shown in Fig. 1. In this way, (i) the power 

consumption of the ASU is reduced by the partial O2 production from the WE system, (ii) the feedwater 

of the WE is internally supplied from the DOC-sCO2 system, (iii) the N2 used for NH3 production is 

provided by the same ASU of the DOC-sCO2 system, which eliminates the need for extra ASU, (iv) part 

of the produced H2 can be liquefied in the H2 liquefaction system to transport LH2 without suitable 

recovery for the flared H2 gas, and (iv) the H2 and NH3 production is flexible to meet the technical 

requirements for both local and global energy markets.  

 
Fig. 1. Novelty aspects of the proposed system for hydrogen, ammonia, and power generation. 

SYSTEM DESCRIPTION  

The layout of the proposed system is presented in Fig. 2.  

 
Fig. 2. The layout of the novel integration between the DOC-sCO2 power cycle, water electrolyzer, and 

Haber-Bosch process systems. 
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On the high-pressure side, the combustion products (CO2 and water vapor) enter the gas turbine (GT) at 

a maximum temperature (state 1) and expand to the low-pressure side to generate power. The outlet flow 

from the GT is passed through the recuperator (2-3) to preheat the recycled sCO2 flow (7-8) and cooled 

in the precooler (PC,3-4). Then, the water vapor in the flow is separated in the water separator (WS, 4-5) 

and the produced water is stored in a storage tank to be used in H2 generation. After that, the excess CO2 

produced through the combustion process is captured and transported for sequestration or commercial 

applications (5’). The other part is compressed to the maximum cycle pressure (state 7) and recycled to 

the DOC (8) after being preheated in the recuperator (7-8). The natural gas and O2 are compressed to 

the operating pressure of the DOC using a fuel compressor (FC, 15) and O2 compressor (OC, 13), 

respectively. The required O2 is mainly provided by the ASU which draws ambient air (10) and splits it into 

N2 (20) and O2 (11). For H2 production, the feedwater is fed to the WE system (state 16) that splits water 

into H2 (17) and O2 (19). Part of the N2 produced by the ASU is fed to the HBP to generate NH3. The other 

is stored and distributed for commercial applications. The HBP is used to produce NH3 from N2 (21) and 

H2 (18) gases following the explained mechanism in [15]. The produced NH3 is liquefied by compressing 

it to high pressure (18 bar) and stored as a liquid at ambient temperature (25oC) with a purity of 

99.95%[16]. Part of the produced H2 will be liquefied in an efficient dual-mixed refrigerant (DMR) 

liquefaction process (shown in Fig. 3) to distribute H2 in compact size with high energy density for local 

and/or global market. The flash H2 gas produced at the final stage of the liquefaction process or storage 

has a cryogenic temperature of -253oC, thus it is used to precool the H2 gas that is fed to the liquefaction 

system and then directed to the H2 storage tank of the integrated system. This will allow higher generation 

rate of ammonia. 

 

Fig. 3. Flowsheet of the new dual mixed refrigerant-based liquid hydrogen production system. 

THERMO-ECONOMIC MODEL  

The energy analysis of the proposed system is performed using Aspen HYSYS and Aspen Plus simulation 
platforms at steady-state conditions. The energy analysis in these platforms are established by 
implementing the mass, and energy balance principles on each component [17]: 

∑ �̇�𝑖 =  ∑ �̇�𝑜                                                                                                                                         (1) 

∑𝑄 + ∑ �̇�𝑖ℎ𝑖  = ∑ �̇� + ∑ �̇�𝑜ℎ𝑜                                                                                                            (2) 

Details models of the sCO2-DOC components are available in [18]. For the sCO2 power and HBP systems, 

Peng-Robinson equation of state is used to get the thermodynamic properties of the flow stream. For the 

WE system, it is simulated and validated in Aspen Plus according to the study provided by Sanchez et al. 

[19]. The specific energy consumption of the ASU, WE, HBP, and DMR H2 liquefaction subsystems are 

determined by validated simulations and used as inputs in the simulation of the sCO2-DOC system as 

presented in Table 1. Also, this table presents the main input parameters and assumptions that are made 

in the simulation process. 
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Table 1. Design values and ranges of the input parameters for the proposed system. 

Parameter Design value (Range) 

Generation rate of NH3, [TPD] 50 

Generation rate of H2, [TPD] 5 

Power to the grid (𝑃𝐺𝑟𝑖𝑑), [MW] 5  

Percent of pressure drop, [%] 

3% for DOC [20], 
1% for Rec. (high pressure side) [20], 
3% for Rec. (low pressure side) [20], 
2% for PC [20]. 

Isentropic efficiency of gas turbine, [%] 93 [18] 

Isentropic efficiency of compressors, [%] 90 [18] 

Lifetime of the plant, [years] 20 [18] 

Interest rate, [%] 10 [18] 

Power utilization factor, [%] 85 [18] 

Fuel cost, [$/kWhe] 0.07 [20] 

Operating and maintenance cost, [$/kWhe] 0.008 [20] 
 

To evaluate the energy performance indicators, the net output power of the sCO2 power is defined as: 

𝑃𝑛𝑒𝑡 = 휂
𝑔
(�̇�𝐺𝑇 − �̇�𝐺𝐶 − �̇�𝑂𝐶 − �̇�𝐹𝐶 − �̇�𝐴𝑆𝑈)                                                                                         (3) 

Where 휂
𝑔

, �̇�𝐺𝑇 , �̇�𝐺𝐶 , and �̇�𝐴𝑆𝑈  are the generator efficiency, work rate of the gas turbine, gas 

compressor, and ASU, respectively. As part of the net output power of the sCO2 power block is directed 

to the grid (𝑃𝐺𝑟𝑖𝑑) and the other parts are consumed by the WE (�̇�𝑊𝐸) and HBP (�̇�𝐻𝐵𝑃) process, then 

the net output power can also be expressed as 𝑃𝑛𝑒𝑡 = 𝑃𝐺𝑟𝑖𝑑 + �̇�𝑊𝐸 + �̇�𝐻𝐵𝑃 + �̇�𝐷𝑀𝑅−𝐿𝐻2. The energy 

efficiency of the sCO2 power cycle is defined as[20]: 

휂
𝑠𝐶𝑂2

= 𝑃𝑛𝑒𝑡 𝑄𝐷𝑂𝐶⁄                                                                                                                                  (4)  

The energy efficiency of the WE system and the HBP system are defined in Eqs. 5, and 6, [21]: 

휂
𝑊𝐸

= (�̇�17ℎ17 + �̇�19ℎ19) (�̇�𝑊𝐸 + �̇�16ℎ16)⁄                                                                                          (5)  

휂
𝐻𝐵𝑃

= (�̇�23ℎ23) (�̇�𝐻𝐵𝑃 + �̇�18ℎ18 + �̇�21ℎ21)⁄                                                                                        (6)  

where 𝑄𝐷𝑂𝐶 , �̇�𝑊𝐸, and �̇�𝐻𝐵𝑃 are the heat rate provided by the DOC, the work rate of the WE, and the 

work rate of the HBP, respectively. ℎ17, ℎ16, ℎ23, ℎ18, and ℎ21 are specific enthalpies of the fluid at the 

state points shown in Fig. 2 and calculated at typical conditions of (1 bar, 35oC). The overall energy 

efficiency of the proposed integrated system is defined similarly to the integrated system in[21]: 

휂
𝑜𝑣𝑒𝑟𝑎𝑙𝑙

= (𝑃𝐺𝑟𝑖𝑑 + (�̇�17 − �̇�18)𝐿𝐻𝑉𝐻2 + �̇�23𝐿𝐻𝑉𝑁𝐻3) 𝑄𝐷𝑂𝐶⁄                                                                   (7)  

where 𝑃𝐺𝑟𝑖𝑑 is the electric power supplied to the electric grid, 𝐿𝐻𝑉𝐻2 is the lower heating value of 

hydrogen (120MJ/kg) and 𝐿𝐻𝑉𝑁𝐻3 is the lower heating value of ammonia (18.8MJ/kg). 

The economic evaluation of the proposed system is carried out in terms of the levelized cost of electricity 

(LCOE) of the sCO2 cycle, levelized cost of hydrogen (LCOH), and levelized cost of ammonia (LCOA). 

The LCOE is accounting for the subsystems that generate the electric power of the overall system which 

are: the sCO2 power block, ASU, FC, and OC. The costs of the WE and HBP systems are not included in 

the LCOE but are accounted for in the LCOH and LCOA, respectively. The LCOE  is  defined as[22]: 

𝐿𝐶𝑂𝐸 = (𝐶𝑅𝐹 × 𝑍𝑡𝑜𝑡,𝑠𝐶𝑂2 + 𝑍𝑜𝑚,𝑠𝐶𝑂2 ) (𝑃𝑛𝑒𝑡 × 𝑁)⁄                                                                                       (8)  

where 𝑍𝑡𝑜𝑡  is the total capital cost of the sCO2 components, which were calculated based on the 

correlations given in [20], [22], [23]. Indirect costs for the equipment installation, labor, and other expenses 

are added as a percentage of the direct cost of each component as 2% of the total capital cost.   𝑍𝑜𝑚 is 

the annual operating and maintenance cost was set as 0.008$/kWhe and a fuel cost of 0.07$/kWhe [20].  

𝑁 is the annual number of operation hours of the plant (7446 hrs. with a power utilization factor of 85%) 

[20]. 𝐶𝑅𝐹 is the capital recovery factor, which is defined to annualize the capital cost  and depends on the 

interest rate (𝑖, 10%), and the plant lifetime (20 years), and given as[22]: 

𝐶𝑅𝐹 = 𝑖 × (1 + 𝑖)𝑛/((1 + 𝑖)𝑛 − 1)                                                                                                             (9) 

The equipment cost is updated from the reference year to the target year (2023) using the chemical 

engineering plant cost index (CEPCI) as [24]: 
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𝑍𝑘,2023 = 𝑍𝑟𝑒𝑓 ×
𝐶𝐸𝑃𝐶𝐼2023

𝐶𝐸𝑃𝐶𝐼𝑟𝑒𝑓
                                                                                                                           (10) 

The LCOH (including liquefaction cost) is defined as [25]: 

𝐿𝐶𝑂𝐻 = (𝐶𝑅𝐹 × (𝑍𝑡𝑜𝑡,𝑊𝐸  + 𝑍𝑡𝑜𝑡,𝐷𝑀𝑅) + 𝑍𝑜𝑚,𝑊𝐸 + 𝑍𝑜𝑚,𝐷𝑀𝑅 ) (�̇�𝐻2 × 𝑁)⁄                                                                (11)  

where 𝑍𝑡𝑜𝑡,𝑊𝐸 is the capital cost of the electrolyzer system including the water and hydrogen storage tanks 

(see Table 2). 𝑍𝑜𝑚,𝑊𝐸 is the operating and maintenance cost of the WE system, and �̇�𝐻2
 is the hourly 

production rate of H2 (kg/h). Similarly, the LCOA is defined as: 

𝐿𝐶𝑂𝐴 = (𝐶𝑅𝐹 × 𝑍𝑡𝑜𝑡,𝐻𝐵𝑃 + 𝑍𝑜𝑚,𝐻𝐵𝑃 ) (�̇�𝑁𝐻3 × 𝑁)⁄                                                                                       (12)  

where 𝑍𝑡𝑜𝑡,𝐻𝐵𝑃 is the capital cost of the HBP system including N2 and NH3 storage tanks (see [20], [22], 

[23]). 𝑍𝑜𝑚,𝐻𝐵𝑃 is the operating and maintenance cost of the HBP system, and �̇�𝑁𝐻3
 is the hourly production 

rate of NH3 (kg/h). 

RESULTS AND DISCUSSION 

In this section, the performance of the proposed system is analyzed in terms of the overall energy 

efficiency, LCOE, LCOH, and LCOA.  

 

Energy performance results 

Table 2 shows the characteristics of the proposed system at the design conditions presented in Table 

1. It is found that the total generated power by the GT must be 68.43 MW, where 3% is consumed for 

fuel compression, 5.2% for O2 compression, 15% for sCO2 recycled flow compression, and 5.1% for 

the ASU. The remaining part of the GT power is used to drive the WE and HBP subsystems with 5 MW 

is directed to the electricity grid. To generate 5 TPD as pure H2 and 50 TPD as NH3. Then the WE must 

produce H2 at rate of 0.142 kg/s (12.27 TPD) and water supply of 1.03 kg/s must be secured. This 

amount of water is easily provided by the sCO2 power block as it produces water at flow rate higher 

than needed by the WE (2.61 kg/s). In addition, the generated O2 by the WE (0.888 kg/s) forms about 

16% of the total O2 that is needed by the sCO2 power block. Furthermore, the amount of the produced 

N2 from the ASU (13.95 kg/s) is much higher than needed by the HBP (0.40 kg/s). This implies that 

excess N2 and water can be stored and exported for local market or local consumption. Economically, 

the integration of the DOC-sCO2 power cycle with the WE and HBP subsystems reduces the levelized 

cost of the system outputs (electricity, H2, and NH3). In particular, the LCOE is 3.1 ¢/kWhe, which is 

50% lower than in conventional standalone DOC-sCO2 power systems (6.35 ¢/kWhe) [17]. 

Furthermore, the use of single ASU for both DOC and HBP reduces the cost of NH3 synthesis to 0.24 

$/kgNH3 (without H2 cost) or (1.34 with H2 cost). As the H2 cost is accounted within the levelized cost of 

H2 production, it can be stated that the ammonia synthesis cost is reduced by 70% compared to typical 

NH3 production systems [26]. Finally, with the use of DMR hydrogen liquefaction system, the proposed 

system produce liquid hydrogen at levelized cost of 1.59 $/kgLH2, which is 33% [27] lower than in single 

mixed refrigerant processes and 74% [28] lower than H2 cost in standalone WE small-scale systems .  

Table 2. Output of the proposed system at the design point conditions [17]. 

Characteristics of sCO2 power cycle 

Net output power, [MW] 26.89 

Turbine inlet temperature, [oC] 764.3 

Minimum cooling temperature, [oC] 34.0 

Maximum cycle pressure, [bar] 245.0 

Minimum cycle pressure, [bar] 74.0 

Fuel flow rate, [kg/s] 1.36 

O2 flow rate, [kg/s] 5.44 

Recycled sCO2 flow rate, [kg/s] 234.0 

Exported sCO2 flow rate, [kg/s] 5.24 

Produced water flow rate, [kg/s] 2.61 

Total cycle flow rate, [kg/s] 240.80 

Fuel compression power, [MW] 2.08 

O2 compression power, [MW] 3.59 

sCO2 compression power, [MW] 10.35 

sCO2 cycle efficiency, [%] 47.08 

LCOE, [¢/kWhe] 3.09 
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Characteristics of air separation unit 

Mass flow of air, [kg/s] 18.32 

Mass flow of N2, [kg/s] 13.95 

Mass flow of O2, [kg/s] 4.21 

Consumed power, [MW] 3.47 

Characteristics of Water electrolyzer system 

Mass flow of water, [kg/s] 1.028 

Mass flow of H2, [kg/s] 0.142 

Mass flow of O2, [kg/s] 0.888 

Consumed power (including pumping and fan power), [MW] 20.52 

WE energy efficiency, [%] 70.21 

LCOH (without liquefaction cost), [$/kgLH2] 1.13 

Characteristics of ammonia production system 

Mass flow of N2, [kg/s] 0.400 

Mass flow of H2, [kg/s] 0.084 

Mass flow of NH3, [kg/s] 0.580 

Consumed power  1.53 

LCOA (liquid, without including H2 cost), [$/kgNH3] 0.24 

LCOA (including H2 production cost), [$/kgNH3] 1.34 

NH3 energy efficiency, [%] 66.58 

Characteristics of DMR H2 liquefaction process 

H2 feed flow, [kg/s] 0.058 

Total liquefaction power, [MW] 0.800 

Cost of H2 liquefaction, [$/kgLH2] 0.46 

LCOH (including liquefaction), [$/kgLH2] 1.59 

Overall energy efficiency, [%] 43.2 

 

Economic model 

There are a few systems in the literature that were proposed for the cogeneration of power, H2, and 

NH3. The configurations and overall energy efficiencies of these systems are summarized in Table 3 

alongside that for the present system. Although renewable-based systems have high energy efficiency 

(up to 75%), they are suffering from the intermittency issue or the high capital cost if thermal energy 

storage is used. Economically, the study presented by Yuksel et al.[22] reported the LCOH with an 

average of 2.55$/kgH2 over the variation range of the solar radiation intensity from 400-1000W/m2. 

However, the present proposed system achieves LCOH of 1.59$/kgLH2 (38 lower than in [22] including 

the liquefaction cost) [29]. Moreover, an average ammonia production cost of 0.87 $/kgNH3 (based on 

solar and wind energy sources) is reported by Campion et al. in [26]. This cost is three times higher 

than the cost of ammonia in the proposed system of this study (0.24 $/kgNH3). Thus, it can be stated 

that the proposed system in this study reduces the H2 and NH3 production costs by about 72% 

compared to the renewable energy-based multigeneration systems. Thus, an average of 55% reduction 

is achieved in the H2 and NH3 costs compared to renewable systems. 

Table 3. Comparison between the present and other proposed multigeneration system in literature.  

Ref. 

E
n

e
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y
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o

u
rc

e
 

Integrated systems 
Energy 

eff., (%) 

Exergy 

eff., (%) 

LH2 cost, 

($/kgH2) 

NH3 cost, 

($/kgNH3) 

[30] Wind/CSP SRC+PSA+PEM+ASR+FC 63 56 - - 

[22] CSP SRC+ORC+PEM+ASR+USU+AC 66 62 2.55 - 

[21] GTP KPC+PEM+ASR 75 72 - - 

[31] CSP ORC+SMR+ASU+HPB+LNG-RU 47 57 - - 

[26] PV/Wind WE + HBP - - - 0.87 

This study NG DOC-sCO2+ASU+WE+HBP+DMR 44 65 1.49 0.28 

* CSP = concentrated solar power, SRC = steam Rankine cycle, PSA = pressure swing adsorption, PEM = proton 

exchange membrane, ASR = ammonia synthesis reactor, FC = fuel cell, ORC = organic Rankine cycle, MU = 

methanation unit, USU = urea synthesis unit, AC = absorption cooling, GTP = geothermal power, KPC = Kalina 

power cycle, SDC = solar dish collector, SMR = steam methane reformer, ASU = air separation unit, HBP = Haber-

Bosch process, LNG-RU = liquefied gas regasification unit, CRS = cascade refrigeration system.    
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CONCLUSIONS 

In this study, a novel integrated system for power, hydrogen, and ammonia generation is introduced using 

a direct oxy-combustion supercritical carbon dioxide (DOC-sCO2) power cycle, water electrolyzer (WE), 

and Haber-Bosch process (HBP) subsystems. In addition, a novel dual-mixed cryogenic liquefaction 

process is combined with the proposed multigeneration system to produce liquid hydrogen (LH2). The 

main conclusions of this study are summarized as follows: 

• In comparison to renewable-based multigeneration systems, the proposed DOC-sCO2/WE/HBP 

system in this study reduces the production costs of both hydrogen and ammonia by 

approximately 55%. 

• The proposed integrated system has an overall energy efficiency of 43.20%, LCOE of 3.09 

¢/kWh, LCOH of 1.59$/kgH2, and LCOA of 0.24$/kgNH3. 

• The integration of the WE with the DOC-sCO2 system reduces the load of the ASU by 16% 

without additional cost for the consumed water and nitrogen in the H2 and ammonia production. 

• Due to the utilization of DOC technology, there are no NOx emissions, and the low-carbon 

emissions of the power block are captured to realize near-zero emissions to the ambient air.  

In closing, the proposed system introduces a feasible economic solution for clean energy production and 

free-carbon energy transmission into local and global energy markets.  
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ABSTRACT 
This study develops a unique integrated system which combines the bifacial solar panels and solar pond. These 
technologies are integrated to create a synergistic system capable of supplying electricity, hydrogen, and heating 
for community use. The performance of the system is rigorously evaluated using thermodynamic assessments 
based on energy and exergy efficiencies. Hourly solar data for Antalya, Turkey, sourced from the Photovoltaic 
Geographical Information System (PVGIS), is utilized for calculations. The results demonstrate the potential to 
produce electricity, hydrogen, and recover heat energy efficiently, showcasing the viability of integrating bifacial 
solar panels with solar ponds. The overall energy and exergy efficiencies are calculated as 28.33% and 23.67%, 
respectively. This integrated approach presents a promising solution for meeting the multifaceted energy demands 
of a community while utilizing solar energy effectively. 

Keywords: Solar energy, solar pond, Bifacial solar panel, hydrogen, energy storage. 
 
INTRODUCTION 
Solar energy is one of the most abundant and clean sources of renewable energy on Earth. However, harnessing 
solar energy efficiently and cost-effectively remains a challenge for many applications. A solar pond is a large 
body of water that can store solar energy in the form of heat at the bottom layer, while the upper layer acts as 
an insulator. The bottom layer is saturated with salt or brine, which prevents heat from rising to the surface and 
allows temperatures to reach up to near boiling. A solar pond can act as a year-round energy storage system 
that can be used for various purposes, such as industrial heating, desalination, chemical production, and 
electricity generation. After the energy cirri in 1979, renewable energy sources, especially solar thermal 
applications, including solar ponds, became a major attraction. After the 1990s, interest in solar energy largely 
shifted to PV applications. Photovoltaic modules that are bifacial can absorb light from both sides. In contrast to 
conventional solar panels, which capture light only from the front, bifacial solar panels can also receive reflected 
light from the surface beneath the panel. The transparency of bifacial solar PV panels refers to the ability of the 
panels to allow light to pass through them from both sides. The transparency of bifacial solar PV panels is 
achieved by using transparent glass or back sheets as the encapsulation materials, and by minimizing the use 
of metal frames or grid lines that could block the light. It can vary depending on the design and configuration of 
the panels, such as the thickness and type of glass, the number and size of busbars, and the spacing and 
arrangement of solar cells.  

This work explores the integration of two innovative solar technologies: solar ponds and bifacial solar panels 
to meet the various demands of a community. Thus, the proposed integrated system meets the electricity, 
hydrogen and heating demands of the community. Thermodynamic assessment tools based on the first and 
second laws of thermodynamics are used for evaluating the system performance. For this purpose, the energy 
and exergy efficiencies of the system are defined. 
 
SYSTEM AND ASSESSMENT 
Figure 1 demonstrates the schematic representation of the proposed system. As seen from Figure 1, 
demonstrates the schematic representation of the proposed system. As seen from Figure 1, bifacial solar panels 
are used for generating electricity. While bifacial solar panels allow to generate electricity both side of the panels, 
it also allows to transmit solar lights through them, which provides the energy input for the solar pond. Back-face 
of the solar panels collects the solar energy reflected from the surface of the solar pond. Thus, this integrated 
creates an effective synergy for advance use of the salinity gradient solar pond. The size of the solar pond is 50 
m x 50 m. Its depth is 5 m. The thickness of the heat storage zone of the solar pond is 3 m. A tube bank placed 
inside the solar pond is used for heat extraction from the pond, which is connected to a heat exchanger to deliver 
the extracted heat to the useful purposes. The PEM electrolyser is included into the system to produce hydrogen.  
In order to assess the system performance, a complete thermodynamic analysis based on energy and exergy 
efficiencies have been applied to the system. For this purpose, first, the mass, energy, entropy and exergy 
balance equations are written for each component of the system. Then, energy and exergy efficiencies are 
defined to calculate the system performance. Finally, parametric studies have been performed based on the key 
drivers in the system performance.     
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Figure 1. The schematic illustration of the solar pond covered with bifacial solar panels. 

 
RESULTS AND DISCUSSION  
The yearly dynamic solar data for Antalya, Turkey are used in this work. The data is retrieved from Photovoltaic 
Geographical Information System (PVGIS) [1]. The energy inputs and outputs are calculated based on yearly 
annual data for 2020 on hourly basis. For hydrogen production, it is assumed that 50 kWh of energy is required 
for 1 kg of hydrogen. Heat loss from the solar pond is assumed negligible. While the heat is charged from the 
beginning of the May to end of the October, it is discharged on January, February, March, April, November, and 
December. The half of the electricity produced in the bifacial solar panels is used for hydrogen generation. Figure 
2 shows both the energy and exergy flows in the system. As seen from Figure 2, the yearly total solar energy 
and exergy inputs are 5281 and 5008 MWh, respectively. Annual electricity generation via bifacial solar panels 
are found to be 631.5 kWh. It is possible to produce 12,632 kg of hydrogen with 50% of the generated electricity. 
Under Antalya, Turkey conditions, the temperature of the brine in solar pond may reach up to 53 ℃. Thus, it is 
possible to recover a 282 MWh of heat via solar pond, which corresponds 24 MWh of exergetic content.  

  
            (a)       (b)  

Figure 2. (a) Energy and (b) exergy flows in the system. 
 
CONCLUSIONS 
This study deals with the integration of solar pond and bifacial solar panel to meet the multiple demand of a 
community. Antalya, Turkey has been selected as the location. Hourly basis yearly solar data is used for 
calculation the inputs and outputs of the system. The overall energy and exergy efficiencies are calculated as 
28.33% and 23.67%, respectively. Consequently, it has been reached that bifacial solar panels and solar ponds 
have a good synergy in meeting the electricity and heating demands. While bifacial solar panels delivering 
electricity for meeting demands and hydrogen production, the solar pond can store heat for later use.  
 
REFERENCES 
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ABSTRACT  

The shift from a fossil fuel-based economy to one focused on low-carbon pathways is fundamentally 

dependent on the mode of energy transportation. Hydrogen can play a pivotal role in the future global 

energy landscape, facilitating the achievement of carbon-neutral goals by 2050. Nevertheless, the large-

scale transportation of hydrogen presents technological and economic challenges that need to be 

addressed within existing energy infrastructures. Also, research examining the economic viability of 

exporting hydrogen from nations that primarily export natural gas is very limited. Therefore, a 

comprehensive study on the techno-economic evaluation (TEE) of these hydrogen transportation 

pathways is analytically investigated to promote economical and large-scale hydrogen energy carrier 

development. This paper investigates and compares four different modes of hydrogen energy carrier 

including liquid hydrogen (LH2), Ammonia (NH3), Methanol (MeOH), and Dimethyl ether (DME) 

transportation. This study concluded that NH3 followed by LH2 are the most cost-effective options to 

transport hydrogen. The total SEC of NH3 is 7.67 kWh/kg-H2 which is 51% lower than LH2 pathway at 600 

tons/day capacity. Therefore, the overall operational expenditure (OPEX) of NH3 will be much lower than 

that of the LH2 and other pathways. This results in the lowest levelized cost of hydrogen (LCOH) of the 

NH3 pathway which is 4.76 $/kg-H2 because the main cost for conditioning and reconditioning is higher 

for MeOH and DME. It is recommended to consider NH3 pathway as a promising alternative for efficient 

and sustainable energy transportation, thereby contributing to the establishment of an environmentally 

friendly hydrogen economy. However, it is crucial to emphasize that substantial research efforts are 

required to make this approach both technologically and economically viable. 

Keywords: Hydrogen transportation, Techno-Economic, Liquid Hydrogen (LH2), Ammonia (NH3), 

Methanol (MeOH), Dimethyl ether (DME). 

INTRODUCTION 

Large-scale hydrogen production facilities, which are centralized and utilize diverse energy sources, 

are currently in operation. However, the transportation of hydrogen from these production sites to 

distribution points poses a challenge, especially when the energy source is situated in a distant location 

[1]. Hydrogen in its various forms, whether it is in liquid, gas, or metal hydride form, can be transported 

via road, pipeline, or ocean. For short distances and smaller quantities, especially when dealing with 

CGH2, road transport is feasible. However, for transporting substantial amounts of hydrogen over 

extensive distances, pipelines prove to be a more effective choice. Liquid hydrogen, in particular, can 

be efficiently transported over long distances through road or sea routes. On the other hand, the 

transport of low-pressure hydrogen stored in metal hydrides is constrained to smaller quantities and 

shorter distances [2][3].  

Fig. 1. illustrates the diverse routes for transporting and distributing hydrogen across extensive 

distances. The supply chain route encompasses seven key phases: hydrogen production, conditioning, 

loading, transportation, unloading, re-conditioning, and final distribution [2]. The transportation of liquid 

hydrogen (LH2) via road trailers or ships provides a range of options in the realm of hydrogen transport. 

For shorter distances, utilizing trucks for compressed gaseous hydrogen (CGH2) proves to be notably 

cost-effective. Various research studies have identified LH2 trucks and CGH2 pipelines as the most 

economical choices for transporting hydrogen over land for extended distances. Additionally, these 

studies confirmed that shipping LH2 stands out as the most cost-effective method for transporting 

hydrogen across oceans, with liquid organic hydrogen carriers (LOHC) shipping following closely as the 

next most economical option [4]. 
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Fig. 1. Flow diagram of LH2 supply chain [2] 

 

In the LH2 pathway, hydrogen undergoes a regasification and compression process for its transportation 

as CGH2. This can be accomplished through either tube trailers or pipeline systems. Tube trailers are 

configured to transport hydrogen within the pressure range of 200 to 500 bar, accommodating varying 

payload capacities ranging from 300 to 1100 kg, contingent upon the specific carrier employed. Tube 

trailers present a pragmatic solution particularly well-suited for scenarios characterized by modest 

demand and transportation distances up to 160 km. Alternatively, the utilization of tanker trucks instead 

of CGH2 emerges as a viable option offering potential cost advantages attributed to the high density of 

LH2. However, a notable technical challenge arises in the form of storage losses associated with LH2, 

commonly known as boil-off gas losses (BOG). Conversely, the deployment of pipelines stands out as 

the most financially feasible solution for extensive H2 transportation necessitating long distances and 

catering to substantial demand. While the establishment of pipelines demands considerable capital 

investment, their operational and maintenance (O&M) costs are notably low, rendering them 

economically attractive over an extended operational lifespan of around 40 years [2].  

Table 1. provides a comparison of various hydrogen transportation methods. Among the various 

choices for transportation, cryogenic tankers, and pipelines demonstrate the highest efficiency. 

However, substantial initial investments and transmission costs are required. As depicted in Table 1, 

the costs associated with transporting and distributing liquid hydrogen (LH2) are noticeably less than 

those for compressed gaseous hydrogen (CGH2). Additionally, Table 1 emphasizes that pipelines can 

become the most cost-effective solution for conveying CGH2 when large quantities of H2 need to be 

transported over considerable distances. 

Table 1. Comparison of different hydrogen transport methods 

Parameter 

Pipelines Road Shipping References 

 CGH2 
trailer 

LH2 
trailer 

Cryogenic 
Tankers 

  

Storage Pressure 
(MPa)  

2-3 20-50 0.1-0.4 0.1 to 0.7 0.1 to 0.7 [4]–[6] 

Storage Capacity 
(Maximum) 

100 tons 
/hour 

400 kg 
per 
trailer 

400 kg 
per trailer 

4000 kg per 
trailer 

10,000 tons 
per ship 

[4], [6], [7] 

Boil off losses 
(Maximum) 

0.8% per 
100 km 

6% per 
100 km 

6% per 
100 km 

1% per 100 
km 

0.3% per day [4], [7] 

CAPEX cost ($) $200K-$1 M 
per km 

$300K + 
per truck 

$300K + 
per truck 

$300K-$400K 
per truck 

$465M-
$620M for 
each barge 

[1], [7], [8] 

OPEX cost (% of 
CAPEX) / year 

4-4.7% 2% 2% $ 16634K + 
4% 

$ 10553746 + 
4% 

[6], [7], [9] 

Transportation 
cost ($) per kg per 
100 km 

$0.10 - $1.0  $0.50 - 
$2.0  

$0.50 - 
$2.0 

$0.30 - $0.50  $1.80 - $2.0  [7], [8] 
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However, the large-scale transportation of H2 poses notable challenges in technological and economic 

dimensions, that must be tackled within current energy infrastructures. Consequently, this research 

investigates and compares four distinct modes of hydrogen energy carriers: liquid hydrogen (LH2), 

ammonia (NH3), methanol (MeOH), and dimethyl ether (DME). The comparison of techno-economic 

evaluations of these hydrogen transportation pathways is analytically conducted to advance the cost-

effectiveness and expansive development of hydrogen energy carriers. 

METHODOLOGY 

This section presents the modeling equation to assess the various pathways. Each pathway consists of 
seven phases from production to distribution. Each stage of the hydrogen supply chain is evaluated 
based on its specific energy consumption (SEC), the levelized cost of H2 (LCOH), and CO2 emission 
intensity. The modeling of hydrogen transportation and distribution channels is done in this section on 
techno-economic evaluation (TEE). For the process of hydrogen production, steam methane reforming 
(SMR) integrated with carbon capture (CC) is assumed in this study. The SEC was determined for the 
H2 generation process based on the amount of natural gas utilized to power the operations for producing 
H2 and capturing CO2. Eq. (1) to Eq. (3) are developed to take into account the impact of CC on capital 
expenditure (CAPEX) and operational expenditure (OPEX) as well as the CO2 intensity [2][10][11][12]. 

𝐶𝐴𝑃𝐸𝑋𝐻2,generation[𝑚𝑖𝑙𝑙𝑖𝑜𝑛 $] = 𝑃𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑇𝑃𝐷] × [1.014 + 0.0142 × 𝐶𝐶[%]]                             (1) 

𝑂𝑃𝐸𝑋𝐻2,generation[𝑚𝑖𝑙𝑙𝑖𝑜𝑛 $/𝑦𝑒𝑎𝑟] = 𝑃𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑇𝑃𝐷] × {0.0493 + 0.0043 × 𝐶𝐶[%]             (2) 

𝐶𝑂2 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝐻2,generation  [
𝑘𝑔𝐶𝑂2

𝑘𝑔𝐻2

] = 10.63 − 0.0467 × 𝐶𝐶[%]                                                            (3) 

 
The SEC and CAPEX of the conditioning process are calculated using Eq. (4) and Eq. (5), respectively 
[10]; 

𝑆𝐸𝐶𝐻2,𝑙𝑖𝑞𝑢𝑒𝑓𝑎𝑐𝑡𝑖𝑜𝑛 [
𝑘𝑊ℎ

𝑘𝑔𝐻2

] = 13.92 × (𝑝𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑇𝑃𝐷])−0.1                                             (4) 

𝐶𝐴𝑃𝐸𝑋𝐻2,𝑙𝑖𝑞𝑢𝑒𝑓𝑎𝑐𝑡𝑖𝑜𝑛[ 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 $] = 9.3 × (𝑝𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑇𝑃𝐷])0.8                                      (5) 

The number of tanks needed at the loading process for the storage is calculated using Eq. (6) [10][2]; 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑡𝑜𝑟𝑎𝑔𝑒 𝑡𝑎𝑛𝑘𝑠 =
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑣𝑜𝑙𝑢𝑚𝑒 [

𝑚3

𝑘𝑔
]×𝑝𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑇𝑃𝐷]×103×𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛[𝑑𝑎𝑦𝑠]

𝑆𝑖𝑛𝑔𝑙𝑒 𝑡𝑎𝑛𝑘 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑚3]
               (6) 

Using Eq. (7), the cost of H2 shipping is determined as [10][2]; 

𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑐𝑜𝑠𝑡 [
$

𝑘𝑔𝐻2
] = 0.0000286 × 𝑠ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 [𝑘𝑚] + 0.158                              (7) 

Similarly, using Eq. (8), the cost of transportation via pipelines is determined; 

𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒 𝑐𝑜𝑠𝑡 [
$

𝑘𝑔𝐻2
] = 0.00022 × 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 [𝑘𝑚] + 0.00564                     (8) 

Using Eq. (9), the SEC of the overall pathway can be determined [10][2]; 

𝑆𝐸𝐶 = ∑ [
𝐸𝑛𝑒𝑟𝑔𝑦 𝑖𝑛𝑝𝑢𝑡

𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝐻2
]𝑠

𝑠=𝑔
𝑠=𝑎                                                                                                            (9) 

where s is the rank of the process (a for production unit, b for conditioning unit, c for loading and storage 
unit, d for shipping unit, e for unloading and storage unit, f for reconditioning unit, and g for distribution 
unit). 

Using Eq. (10), the levelized cost of hydrogen (𝐿𝐶𝑂𝐻) can be determined; 

𝐿𝐶𝑂𝐻 = ∑ [
∑ (𝐶𝐴𝑃𝐸𝑋𝑡+𝑂𝑃𝐸𝑋𝑡)(1+𝑖)

−𝑡𝑛
𝑡=1

∑ 𝑃𝐻2(1+𝑖)
−𝑡𝑛

𝑡=1
]𝑠

𝑠=𝑔
𝑠=𝑎                                                                                   (10) 
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where t refers to the year. The first year of operation is taken as 1 and n is the last year depending upon 

the lifetime. 𝑃𝐻2 is the quantity of H2 delivered annually and i is the discount rate. 

Using Eq. (11), the CO2 intensity of the overall pathway can be determined [2];  

𝐶𝑂2 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 = ∑ [ 
∑ 𝐶𝑂2 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠

𝐷𝑒𝑙𝑒𝑣𝑒𝑟𝑒𝑑 𝐻2
]
𝑠

𝑠=𝑔
𝑠=𝑎                                                                                     (11) 

RESULTS AND DISCUSSION 

The results of TEE are presented in terms of performance indicators including the SEC, LCOH, and 
CO2 intensity of various pathways in this section. The SEC of various pathways is illustrated in Fig. 2. 
It is estimated using equations defined above and input data from the literature [2][13][14]. The 
conditioning and shipping phase have the highest SEC compared to all other stages in the LH2 route 
shown in the Fig.2. SEC for the shipping and liquefaction are 4.40 kWh/kg-H2 and 7.34 kWh/kg-H2, 
respectively. The main causes of this are the -253ºC temperature at which H2 turns into a liquid and the 
significant losses incurred from H2 boil-off during LH2 transportation. Similar to this, the SEC of ammonia 
synthesis in the NH3 process is 2.86 kWh/kg-H2. MeOH and DME have corresponding SEC of 6.30 
kWh/kg-H2 and 6.30 kWh/kg-H2 for methanol and DME synthesis. The total SEC of the LH2 approach 
is greater than the other methods during the whole procedure. NH3 has a total SEC of 7.67 kWh/kg-H2, 
which is less than that of other modes. As a result, compared to the LH2 technique, the operational 
costs of other methods most notably NH3 are significantly cheaper. This shows that for LH2 to become 
competitive with the other routes, improvements in reducing its energy usage are necessary. 
 

 
Fig.2. Specific Energy Consumption (SEC) for all seven stages of H2 pathways for LH2, NH3, MeOH and DME 

 
The LCOH of various energy carriers is illustrated in Fig.3. It is calculated using Eq. (10) and input data 
from the literature [2][13][14]. The overall LCOH for LH2, DME, and MeOH is 5.17, 7.51, and 6.52 $/kg-
H2, respectively which is higher than NH3 pathway. The least cost of LCOH is NH3 pathway which is 
4.76 $/kg-H2. It can be noted that the main cost in LCOH for MeOH and DME is conditioning and 
reconditioning which is higher than all others. It is worth observing that the gap in the LCOH between 
the LH2 and NH3 routes is narrower compared to the gap in the SEC. This is mainly because 
reconditioning involves regasification, which is less expensive than the NH3 cracking process needed 
to remove H2. Considering the current state of technology and its future direction, it is currently 
impractical to use NH3 directly as fuel in power plants and the transportation sector unless the issues 
with high NOx emissions and low combustion efficiency of NH3 are successfully resolved. 
 
About 52% of the carbon emissions in the SMR process used to produce hydrogen are produced at the 
reactor unit, and 33% are produced at the reformer step [10]. Consequently, using Eq. (11) to compute 
the CO2 intensity of the LH2, NH3, MeOH, and DME route process for hydrogen transportation and 
distribution at a CC fraction of 52% is shown in Fig. 4. It can be observed from the figure, the maximum 
CO2 intensity is 8.18 kg-CO2/kg-H2 for the production stage, which is greater than other processes since 
SMR is used for generation of H2. Moreover, because the hydrogen liquefaction process requires a 
significant amount of energy, its CO2 intensity is 3.99 kilogram-CO2 per kg of hydrogen (kg-H2). 
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However, the CO2 intensity of the LH2 route would decrease if the H2 liquefaction process was fueled 
by a renewable energy source that produced zero CO2 emissions. The CO2 intensity of the DME and 
MeOH routes is 9.96 kg-CO2/kg-H2 and 9.95 kg-CO2/kg-H2, respectively, which is lower than the other 
pathways. 
 

 
Fig. 3. Levelized cost of Hydrogen for all seven stages of H2 pathways for LH2, NH3, MeOH and DME. 

 

 
Fig.4. CO2 intensity for all seven stages of H2 pathways for LH2, NH3, MeOH and DME. 

 
From the above investigation, it becomes evident that the SEC, LCOH, and CO2 intensity of the NH3 

pathway are all lower in comparison to the other pathways. Further, this LCOH can be reduced more 

by adopting advancement measures for NH3 pathway. Some of the measures proposed in the literature 

to mitigate the LCOH of NH3 pathway are summarized in Table 2. 
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Table 2. Improvement measures for the reduction in LCOH for NH3 pathway 

Stage Measures 
Current Cost 

($/kg.H2) 
Future cost 
($/kg.H2) 

References 

Production  Integrating the SMR, supercritical 
carbon dioxide (sCO2) power cycle 
and pressure swing adsorption 
(PSA) 

1.34 1.10 

[15][16] Conditioning  1.07 0.71 

Shipping NH3 as a fuel including the boil-off 
gas (BOG) from NH3 storage 

0.44 0.31 [17] 

Storage and 
Loading 

Invested CAPEX for the LNG 
terminal can be repurposed for NH3 

0.04 0.02 [18] 

Unloading and 
Storage 

0.27 0.13 

Distribution 0.70 0.35 

After incorporating the improvement measures given in Table 2. to the TEE of the NH3 pathway as 

shown in Fig.3, the LCOH will be reduced by 15.3% from 4.76 to 3.52 $/kg-H2 as shown in Fig.5. 

 

Fig.5. Comparison between current and future reduced LCOH of the NH3 pathway 

 

CONCLUSION AND FUTURE DIRECTIONS 

 
This paper investigates and compares four different pathways of hydrogen energy carriers namely liquid 
hydrogen (LH2), ammonia (NH3), methanol (MeOH), and dimethyl ether (DME).  Each pathway consists 
of seven phases from production to distribution. The techno economic performance is evaluated in terms 
of the specific energy consumption (SEC), levelized cost of hydrogen (LCOH), and CO2 intensity. The 
main findings of this research are: 
 

• NH3 followed by LH2 are the most cost-effective option compared to MeOH and DME energy carrier 

pathways.  

• The total SEC of NH3 pathway is 7.67 kWh/kg-H2 which is 51% lower than LH2 pathway. 

• Based on the present status of the NH3 technologies, the overall LCOH for NH3 pathway is 4.76 $/kg-

H2, which can be reduced to 3.52 $/kg-H2 (reduced by 26%) by implementing new integrated cycles 

and repurposing of LNG technologies. 

• The main reason for the low LCOH of NH3 pathway is that for MeOH and DME pathways cost of 

conditioning and reconditioning stages is much higher. 

 
In the future, it is imperative to conduct further research studies on the commercial feasibility of H2 
transportation for a sustainable hydrogen economy. NH3 options stand out as promising alternatives for 
sustainable energy transport for the efficient hydrogen economy. While these options may entail 
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considerable initial capital investment but as transportation distances increase it may become suitable 
for long-distance transport needs. 
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NOMENCLATURE 

BOG  Boil off gas 
CC  Carbon capture 
CO2  Carbon Dioxide 
CAPEX  Capital expenditure 
CGH2  Compressed gaseous hydrogen 
DME  Dimethyl ether 
LH2  Liquid Hydrogen 
LOHC  Liquid organic hydrogen carrier 
LCOH  Levelized cost of hydrogen 
MeOH  Methanol 
NH3  Ammonia 
OPEX  Operating expenditure 
O&M  Operational and maintenance 
SMR  Steam methane reforming 
SEC  Specific energy consumption 
TEE  Techno-economic evaluation 
TPD  Tons per day 
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ABSTRACT  

This paper introduces a strategic framework based on hierarchical rolling horizon control, also called 

model predictive control, for efficiently operating a hydrogen-energy storage system (HESS) within a self-

contained wind-solar microgrid. The HESS employs an electrolyser to convert renewable-generated 

electricity into clean hydrogen, subsequently re-electrified using a fuel cell to meet the microgrid's energy 

demands. A significant innovation lies in incorporating multiple hydrogen storage tanks within the HESS, 

setting it apart from prior research that typically focused on a single tank. This multi-tank configuration 

allows for the long-term storage of significant hydrogen volumes, enabling the microgrid to function 

independently, isolated from the main grid. Optimal device selection at each time-step is crucial to 

guarantee peak performance. The proposed control strategy considers economic and operational 

expenses, degradation factors, and physical constraints of the HESS, while concurrently ensuring 

adherence to reference load demands and the prioritized smoothing of renewable energy fluctuations. 

Numerical simulations employing actual wind and solar generation profiles demonstrate that the proposed 

controller adeptly administers the HESS, even when disparities exist between projected and real-time 

scenarios. This ensures economic efficiency and device cost optimization.  

Keywords: Hydrogen-based energy storage systems, energy management, model predictive control. 

INTRODUCTION 

Renewable energy sources (RESs), specifically wind and solar powers, are increasingly recognized as 

a viable alternative to fossil fuels [1]. Ongoing research aims to enhance the efficiency and practicality 

of these technologies for everyday use, addressing inherent challenges [2]. The objective is to 

seamlessly integrate wind and solar energy into diverse real-world applications, offering a tangible and 

impactful solutions [3]. Both wind and solar energy face challenges due to their stochastic nature, 

leading to production-consumption mismatches and cost considerations. The incorporation of 

technologies such as electrolysers and fuel cells add complexity to plant design, necessitating 

advanced management strategies. Model predictive control (MPC) strategies for optimal power market 

management of microgrids coupled with hydrogen-energy storage systems (HESSs) have been 

proposed in the literature, see, for instances, [4–8]. To the best of the authors' knowledge, the previous 

studies have not yet investigated the inclusion of multiple hydrogen storage tanks in HESSs, despite 

the potential advantages. This research aims to address this gap by emphasizing the benefits 

associated with employing multiple tanks, including enhanced system autonomy, parallel use, 

scalability, flexibility, and redundancy. Importantly, incorporating multiple tanks allows a microgrid (MG) 

to operate in islanded mode, i.e., completely independent of the utility grid. This autonomy is particularly 

crucial for MGs situated in remote areas. With the capacity to store larger quantities of hydrogen, the 

MG can reliably meet energy demands even during periods of low-RES availability. 

MODEL 

The operations of the electrolyser and the fuel cell can be depicted using two automata represented in 
Figure 1. The node set is 𝓢 = {𝑶𝑵,𝑶𝑭𝑭, 𝑺𝑻𝑩} and the edge set is 𝓣 = {(𝜶, 𝜷) ∈ 𝓢 × 𝓢|𝜶 ≠ 𝜷}, where 
(𝜶, 𝜷)  denotes the edge from node 𝜶  to node 𝜷 . Nodes correspond to device states, and edges 
represent transitions between them. In the ON state, the electrolyser (fuel cell) actively produces 
(consumes) hydrogen; OFF denotes device inactivity; STB (standby) indicates a state where the device 
consumes power despite being inactive. In the following, the electrolyser and the fuel cell are denoted 
by e and f, respectively, and the generic device is represented by d. 
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In line with the mixed logical dynamical (MLD) framework [9], automata modeling incorporates 

continuous and logical variables. In particular, 𝛾
𝑑
𝛼 (for states) is 1 when automaton d is in state 𝛼 at time-

step k, and 𝛿𝑑
𝛼𝛽

 (for transitions) is 1 when the switch from 𝛼 to 𝛽 occurs in automaton d at instant k. 

Furthermore, it is essential to consider the inclusion of a mutually exclusive condition on state variables, 

ensuring only one operational state is selected for hydrogen devices at each time-step. 

In addition to modeling the operations of the electrolyser and fuel cell, it is important to consider the 

modeling of hydrogen storage within each tank of the HESS, which is given by 

𝐻𝑖(𝑘 + 1) = 𝐻𝑖(𝑘) + 휂𝑒휁𝑒𝑖
(𝑘)𝜏 −

휁
𝑓𝑖
(𝑘)𝜏

휂
𝑓

, 

where 𝐻𝑖 denotes the hydrogen level of tank i, 휂
𝑒
 and 휂

𝑓
 represent the efficiencies of the electrolyser 

and the fuel cell, respectively, 휁
𝑒𝑖
≥ 0 is the power stored as hydrogen in tank i, 휁

𝑓𝑖
≥ 0 is the power 

extracted from tank i, and 𝜏 is the sampling time.  

Selecting optimal tanks and power values require the definition of some physical constraints. For 

instance, each tank must meet specific conditions to ensure hydrogen levels stay within defined 

thresholds. Moreover, when the electrolyser is active, enforcing constraints guarantees all produced 

hydrogen is stored. Similar constraints apply to fuel cell power. 

CONTROL STRATEGY 

The control strategy employed is a cascade MPC [10] with two layers: the high layer control (HLC) and 

the low layer control (LLC). The primary goal of the HLC is to plan daily electricity transactions while 

fulfilling local load demands, maximizing the HESS lifespan, and minimizing operational costs. On the 

other hand, the LLC receives references from the HLC, adjusting in real-time and focusing on power 

smoothing.  

The global cost function governing the optimization of the HESS management system at both the HLC 

and the LLC includes three components: HESS cost function, load tracking cost, and tank selection 

cost function. The degradation aspects, encompassing component depreciation, life cycle reduction, 

and energy consumption, determine the HESS cost function, which is crucial to minimize due to the 

high costs associated with the electrolyser and the fuel cell. The load tracking cost minimizes the 

cumulative square error between available system power and the reference signal, ensuring optimal 

load fulfillment. The tank selection cost function is included in the global cost function in order to optimize 

the hydrogen allocations in the tanks. In particular, these cost functions allow to prioritize tanks nearing 

full capacity for storage and those closest to being empty for extraction. At the LLC, the global cost 

function also includes an additional term related to power smoothing. This smoothing strategy minimizes 

variations in the available power in the system in order to enhance stability. In particular, the controller 

considers a fixed number of consecutive past samples to achieve power smoothing while complying 

with a given threshold, thus ensuring the system meets stringent power quality standards over hourly 

intervals. 

NUMERICAL ANALYSIS 

In order to show the effectiveness of the proposed control strategy, a simulation analysis is conducted 

by considering two RES profiles and a specified electrical load depicted in Figure 2(a). In the 

STB

OFFON

Figure 1: Automaton of the HESS operations. 
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simulations, it is assumed that the HESS includes three hydrogen tanks, and the results are presented 

in Figure 2(b)–(d). Figure 2(b) illustrates the power scenarios and load reference, by showing the 

controller's effectiveness in filtering available power to meet the user's requested demand, even in the 

presence of varying solar and wind profiles. In Figure 2(c) and (d), the hydrogen levels corresponding 

to the two RES profiles are presented, indicating activated hydrogen production during high RES hours 

and efficient consumption during periods of low-RES generation. 
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Figure 2: Simulation results. 
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ABSTRACT  

This study has presented a novel reactor for producing both renewable bio-H2 using poplar leaves and 

hydrogen from water electrolysis and water desalination simultaneously. The effects of voltage and CO2 
gas on hydrogen production rates were investigated, and the maximum hydrogen production rates were 
18.86 mg/min for the dark fermentation chamber and 78.53 mg/min for the electrolysis chamber at an 
operating voltage of 8V with a total production rate of 97.39 mg/min in the electro-biomembrane reactor. 
The hydrogen production in the dark fermentation chamber was increased 1.2 times in the presence of 
CO2 gas due to its positive effect on the growth of anaerobic microorganisms.  

Keywords: Biohydrogen, Biomass, Electrolysis, Dark fermentation, Desalination. 
 
INTRODUCTION 
Fossil fuels continue to be a key energy source for countries with industrialized economies due to their 
low cost, benefits from storage, constancy, and higher energy content. [1]. However, the excessive usage 
of non-renewable fossil fuels causes significant global energy shortages and loss of biodiversity, which is 
the most important obstacle to achieving sustainable development of human society. Recently, the 
investigations on renewable green energy sources that can replace fossil fuels have become a global 
consensus [2]. Namely, many environmentally friendly and sustainable approaches can be considered to 
deal with the world energy challenge. Among these renewable energy sources, hydrogen energy stands 
out with its high energy density and carbon-free characteristics. There are various eco-friendly hydrogen 
production methods; among these methods, biohydrogen production technologies such as dark and photo 
fermentation and microbial electrolysis cell processes offer a relatively cost-effective and environmentally 
sustainable way to produce hydrogen compared to fossil fuel-based hydrogen production methods [3]. 
Although they have positive effects, low hydrogen production efficiencies reveal that these processes do 
not perform sufficiently when used alone and need to be developed to be commercialized. Therefore, this 
study aimed to develop a unique electro-biomembrane system for hydrogen production based on 
electrochemically driven dark fermentation with a naturally selected mixed culture of electrochemically 
active anaerobic microorganisms and water electrolysis. Furthermore, the desalination of saline water in 
the desalination chamber and the energy production with degradation of biomass by microorganisms were 
considered. In this context, the cylindrical hydrogen generator was designed to facilitate concurrent water 
and biomass-based hydrogen production, energy generation, and desalination to enhance the overall 
performance of the system considering sustainability. The capability of the generator to produce hydrogen 
from acid-treated poplar leaves and directly from water under different potentials and CO2 concentration 
was evaluated.  
 
MATERIALS AND METHODS  
The electro-biomembrane reactor includes three cells made of plexiglass: dark fermentation, desalination, 
and electrolysis cells (10 cm × 15 cm × 10 cm each) with an operated volume of 2 L (Fig. 1). To ensure 
airtightness, cells were clamped together. Anode and desalination cells were separated by an anion 
exchange membrane (AEM, AMI-7001, Membrane International Inc., USA), and desalination and cathode 
cells were separated by a cation exchange membrane (CEM, CMI-7000, Membrane International Inc., 
USA). The anode and cathode electrodes are composed of flexible carbon graphite plates. Conductive 
copper wires were wound across the electrodes once 2 mm-diameter holes were punched into them. Dark 
fermentation cell included equal volumes of anaerobic-activated sludge from domestic wastewater 
treatment facility, and acid-treated poplar leaves hydrolysate as a biomass resource. 1 M potassium 
hydroxide (KOH) solution was utilized as the electrolyte solution in the electrolysis cell to enhance the 
desalination and current generation performance of the reactor and the hydrogen production. In the 
desalination chamber, the specified amount of sodium chloride (NaCl) solution was fed, and the 
desalination performance of the reactor was measured based on the conductivity of the solution in the 
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desalination cell. Finally, the produced hydrogen gas from the reactor was analyzed with an H2 gas sensor. 
Moreover, a digital multimeter was used to record voltage in the open circuit, which is produced by 
microorganisms in dark fermentation cell. 

 
Fig. 1. Actual view of the electro-biomembrane reactor: 1: Anode chamber, 2: Desalination chamber, 3: Cathode 
chamber, 4: DC power supply, and 5: Hydrogen sensor. 

 
RESULTS AND DISCUSSION 
This study evaluated the hydrogen production performances in dark fermentation and electrolysis 

chambers at different voltage values (Fig. 2). In an electrochemically driven dark fermentation cell, the 

hydrogen production value is increased from 0.176 to 0.566 g/L with increasing voltage value from 2 to 

8 V at operating time of 30 min. Similarly, the hydrogen production increased with the increasing voltage 

value in the electrolysis cell and provided the highest hydrogen production of 0.785 g/L at an operating 

voltage of 8 V and operational time of 10 min. Moreover, the hydrogen production rates of the chambers 

at different voltage values were calculated, and the highest values were 18.86 mg/min for the dark 

fermentation chamber and 78.53 mg/min for the electrolysis chamber at an operating voltage of 8V. 

Under the applied voltage of 8 V, the total hydrogen production rate of the electro-biomembrane reactor 

was 97.39 mg/min. In addition, the effect of CO2 gas on hydrogen production efficiency in a dark 

fermentation chamber was investigated under 4 V potential. Our results revealed that the hydrogen 

production efficiency in the dark fermentation chamber was increased 1.2 times with the addition of CO2 

gas in the chamber since it directly affects microbial growth. Moreover, the desalination efficiency of the 

reactor was evaluated at 4 V considering its conductivity value, and the initial conductivity of the saline 

water was decreased from 7706 to 3778 µS/cm. This result proved that the reactor effectively reduced 

the salinity by approximately 51%. In addition, the initial amount of chemical oxygen demand was 

recorded as 1452.6 mg/L in the dark fermentation chamber. The final chemical oxygen demand (COD) 

level decreased to 358.7 mg/L, demonstrating a valuable COD removal efficiency of approximately 

75%.  
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Fig. 2. Hydrogen production amount (a) and hydrogen production rate (b) of the electro-biomembrane reactor at 
different voltage values. 
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CONCLUSIONS 
This study concerns the development of a novel reactor for producing both renewable bio-H2 using poplar 

leaves and hydrogen from water electrolysis and water desalination simultaneously. The overall hydrogen 

production rate is obtained as 97.39 mg/min in the electro-biomembrane reactor at an operating voltage 

of 8V. Moreover, the desalination efficiency appears to be 51% at an operational time of 30 min under 4V. 

The results also prove that the hydrogen production in the dark fermentation chamber was increased in 

the presence of CO2 gas. The results further reveal that this electro-biomembrane reactor provides 

promising benefits based on an environmentally friendly and sustainable point of view with effective 

hydrogen production and saline water desalination.  
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ABSTRACT 

Energy crisis across the globe is leading towards an unstable future where the scarcity of energy shall 

create huge problems at domestic and commercial levels. The need of the hour is to develop and 

implement sustainable energy production methods which can overcome the crisis. With the depletion of 

fossil fuels, conventional power production methods are becoming outdated. Environmental crises such 

as carbon footprints and global warming pose a serious threat to the existence of mankind as well. In this 

alarming situation, renewable energy sources like biomass, solar, geothermal and wind energy can prove 

to be sustainable and reliable sources of energy generation with aided advantage of least carbon 

emissions. This research presents a biomass sourced multigeneration system which produces power and 

hydrogen as main outputs and cooling, heating, fresh water, and hot water as its by-products. The system 

consists of a Cogeneration Cycle, a Triple Effect Vapor Absorption Cycle, and a Double Flash Desalination 

Cycle. The thermal efficiency of the system is 33.36% while the energetic and exergetic efficiencies are 

64.82% and 80.99%, respectively.  The system produces 33 MW of power, 0.04037 kg of hydrogen per 

second, 4960 kW of cooling, 37274 kJ/s of space heating, and 34.99 kg/s of freshwater, respectively. 

Engineering Equation Solver (EES) is used to perform energy and exergy analyses. Multi-objective 

optimization of the system has also been carried out.  

Keywords: Green Hydrogen, Clean Power, Renewable Energy, Multigeneration Systems, Sustainable 

Energy. 

INTRODUCTION 

The growing population in the World is causing a massive increase in demands of energy. With current 

population of 8 billion people, these numbers are expected to rise to 9.7 billion and 10.4 billion in 2050 

and in mid-2080, respectively [1]. According to the Intergovernmental Panel on Climate Change (IPCC), 

the current practices of power generation are leading us towards a disastrous future [2]. With increasing 

global warming, researchers are focused on inventing new technologies for energy production. 

Renewable energy generation can prove to be a cutting-edge technology to overcome the increasing 

energy crisis [3,4]. Enhanced biomass systems, combining solar and biomass sources, demonstrate 

superior energy and exergy efficiencies compared to single-source systems. A study by Khalid et al 

found that the hybrid system achieved 66.5% energy efficiency and 39.7% exergy efficiency, surpassing 

biomass-only (64.5%, 37.6%) and solar-only (27.3%, 44.3%) configurations. Exergy destruction was 

highest in the combustion chamber (85 MW) [5]. A multigeneration system by Soltani et al, using 

sawdust as biomass fuel, achieved 60% energy efficiency and 25% exergy efficiency for all outputs, 

with 3535 kW electricity, 1124 kW heating load, and 29.41 kg/s hot water. Adding more heat recovery 

units did not affect system efficiency [6].  

This study introduces an innovative multigeneration system fuelled by biomass, consisting of three 

subsystems: (a) Cogeneration Cycle, producing power and hydrogen for domestic, commercial, and 

fuel cell applications, (b) a triple effect vapor absorption cycle for cooling in hot, humid regions, and (c) 

a double flash desalination cycle, generating fresh and hot water. The research employs a 

comprehensive approach, utilizing mathematical modeling, parameter optimization, and exergy 

analysis for all subsystems. Thermal and exergetic analysis is conducted using the Engineering 

Equation Solver (EES) software, including an assessment of exergy destruction within the system. 

SYSTEM DESCRIPTION 

This proposed multigeneration system comprises of integrated power cycle, cooling cycle, desalination 
cycle and hydrogen production unit. A cogeneration cycle is used as a power cycle, triple effect vapour 
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absorption cycle as cooling cycle and double flash desalination cycle as freshwater production cycle. 
The primary products of the proposed system are power and green hydrogen. The by-products include 
cooling, space heating, freshwater and hot water. The source is rice straw, which is burnt in a biomass 
combustion chamber to produce high temperature gas which in turn exchanges heat with the cycle fluid 
of the power cycle. A fraction of the power produced by the cogeneration cycle is utilized to produce 
hydrogen gas by integrating a PEM electrolyzer with the low low-pressure turbine (LPT). The 
temperature and pressure at the boiler exit as supposed to be 1500 K and 20 MPa, respectively.  

 

ANALYSIS 

Equation 1, 2 and 3 are used to calculate energy efficiency, exergy efficiency, and exergy destruction 

of the system, respectively. 

휂𝑒𝑛,𝑠𝑦𝑠 =
�̇�𝑛𝑒𝑡 + (�̇�54 × ℎ54) + �̇�𝑒𝑣𝑎 + �̇�57 × (ℎ58 − ℎ57)

�̇�𝑖𝑛 + �̇�𝑝𝑢𝑚𝑝
 

 

(1) 

휂𝑒𝑥,𝑠𝑦𝑠 =
�̇�𝑛𝑒𝑡 + (1 −

𝑇0
𝑇11
) × �̇�𝑐𝑜𝑛 + (1 −

𝑇0
𝑇21
) × �̇�𝑒𝑣𝑎 + �̇�54 × 𝑒𝑥54

(1 −
𝑇0
𝑇1
) × �̇�𝑖𝑛 + �̇�𝑝𝑢𝑚𝑝

 

(2) 

(1 −
𝑇0
𝑇1
) × �̇�𝑖𝑛 + �̇�𝑝𝑢𝑚𝑝 + �̇�54𝑒𝑥54 + (1 −

𝑇0
𝑇26
) �̇�𝑒𝑣𝑎

= �̇�2𝑒𝑥2 + �̇�𝑡𝑢𝑟𝑏𝑖𝑛𝑒 + �̇�53𝑒𝑥53 + (1 −
𝑇0
𝑇20
) ∗ �̇�𝑐𝑜𝑛𝑑 + (1 −

𝑇0
𝑇11
) ∗ �̇�𝑐𝑜𝑛

+ 𝐸�̇�𝑑𝑒𝑠.𝑠𝑦𝑠 

                                  
(3) 

 

  

Figure 1: System Drawing of the Proposed Biomass Fed Multigeneration System 
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RESULTS AND DISCUSSION 

The relation between biomass mas flow rate and net work output is demonstrated in Figure 2a. When a 
greater amount of biomass is burnt in the combustion chamber, it increases the energy input to the system 

[7]. This increased biomass flow rate resultantly increases energy efficiency of the system which leads to 
greater power production in the multigeneration systems [8]. An increase in biomass mass flow rate also 
enhances exergy efficiency thus increasing useful energy available to do work, which in turn affects power 
production in a positive manner. PEM electrolyzer being directly attached to the LPT also works more 
efficienctly when power production increases thus increasing the hydrogen production at a significant rate. 
 

CONCLUSIONS 

This study proposes a novel multigeneration system sourced by biomass source rice straw which 

produces power and hydrogen as its main outputs. The by-products of this system include cooling, space 

heating, freshwater and hot water which are also produced at a significant rate. The energy and exergy 

(2E) analyses have been carried out. The system produces 33 MW of electric power with producing 

hydrogen at a rate of 0.04037 kg/s. The cooling produced by the system is 4960 kW and space heating 

is 37274 kW. The fresh water is produced a rate of 34.99 kg/s at a significant temperature of 313 K, due 

to which a fraction of it can be used as hot water. The energy efficiency of the system is 64.82% while the 

exergy efficiency is 80.99%. The exergy destroyed by the system was found to be 8748 kW. Major exergy 

destruction areas have also been identified. The combustion chamber displayed highest exergy 

destruction of 21021 kJ/s among all the components indicating a significant amount of entropy generation.  
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ABSTRACT  
To overcome the limitations of current hydrogen storage technologies in submarines, this paper proposes a novel, 
integrated system that utilizes ammonia as a fuel source. The system combines Direct Ammonia Fuel Cell (DAFC) and 
Internal Combustion Engine (ICE) technology to generate power, freshwater, and cooling. The system is designed to 
recover waste heat and utilize it efficiently to produce power, freshwater, and cooling. The study aims to evaluate the 
performance of the system using thermodynamic energy and exergy analysis tools and conduct a parametric study to 
investigate the impact of varying system parameters and operating conditions on system efficiency. The proposed 
integrated system can produce 4,069 kW of net power, provide 5.895 kW of cooling, and generate 1.269 kg/s of 
freshwater under specified conditions. The energy and exergy efficiencies of the system are 33.96% and 39.39%, 
respectively. 
 
Keywords: Ammonia, Hydrogen, Submarine, Exergy, Direct Ammonia Fuel Cell. 
 
INTRODUCTION 
Submarines play a crucial role in naval warfare. Propulsion and stealth are vital for military success, and conventional 
submarines rely on internal combustion engines for both. However, engines require air and are vulnerable to 
detection near the surface. To overcome this limitation, Air Independent Propulsion (AIP) systems were developed, 
which do not require air. AIP systems suffer from low power outputs, limiting speed and mobility. Increasing AIP 
power would require reducing conventional diesel power and battery storage. The right balance must be established 
in the design of submarine power systems [1]. Different nations have AIP submarines in operation, including closed-
cycle diesel engines, closed-cycle steam turbines, Stirling cycle engines, fuel cell systems, and nuclear power 
systems [2]. Academic studies on these systems have been extensively researched in the literature from various 
perspectives. Nikiforov and Chigarev [3] examined hydrogen storage and generation for FC-based power plants in 
submarines, concluding that hydrolysis of aluminium in the submarine is a favourable method for hydrogen 
generation.  Han et al. [4] conducted a study on a PEM fuel cell stack for underwater vehicle propulsion. Ammonia 
has a higher volumetric density and energy density than hydrogen, is cost-effective, and has a strong smell for easy 
leak detection. Both fuel combustion and fuel cell technologies can generate power using ammonia fuel. Siddiqui 
and Dincer introduced an innovative combined FC-ICE system driven by ammonia, which recovers waste heat for 
both energy and cooling purposes. Their system's overall energy efficiency is 59.9%, and its exergy efficiency is 
51.9% [5]. The primary goal of this research is to develop a new ammonia-based AIP system that merges DAFC and 
ICE technology for production of power, freshwater, and cooling. Furthermore, the study aims to evaluate the 
performance of this system using thermodynamic energy and exergy analysis tools, and to conduct a parametric 
study to investigate the impact of varying operating conditions on the system efficiency. 
 
ANALYSIS  
The proposed system is analysed thermodynamically to identify the mass flow rates, enthalpies, pressures, and 
temperatures of flows entering and exiting the system. The exergy destruction rate is determined to locate irreversible 
losses within each component of the system. The modelling is done using the EES software under specific 
assumptions: 

• The reference state at T0 = 25 °C and P0 = 101 kPa. 

• Adiabatic operation is assumed for all pumps and turbines, and the isentropic efficiency of the pumps and 

turbines is taken as 90%, with negligible pressure losses in the heat exchangers. 

• The heat losses in the ICE are assumed to be 30% to the cooling system, 30% in the exhaust gases, and 10% 

in the friction and oil heating, and 30% of the heat produced is converted to work. 

The balance equations, particularly those for mass, energy, entropy, and exergy, which are applied to each 
component of the overall system are presented in Eq. (1), (2), (3) and (4) respectively: 

 ∑ ṁin = ∑ ṁout (1) 

ṁinhin + Q̇in + Ẇin = ṁouthout + Q̇out + Ẇout (2) 

ṁinsin +
Q̇in

Ts
+ Ṡgen = ṁoutsout +

Q̇out

Tb
 (3) 
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ṁinexin + Eẋ
Qin + Ẇin = ṁoutexout + Eẋ

Qout + Ẇout + Eẋd (4) 

The parameters employed in the examination of the ammonia-hydrogen fuelled ICE are listed in Table 1. The 
combustion equations of ammonia and hydrogen in ICE are respectively Eq. (5) and (6): 

NH3 + 0.75(O2 + 3.76N2) → 1.5H2O + 3.32N2      (5) 

H2 + 0.5(O2 + 3.76N2) → H2O + 1.88N2       (6) 

 
Fig. 1. Schematic view of the integrated system proposed for air independent propulsion system. 

 
Table 1. Design parameters used for ICE [6].                               Table 2. Design parameters used for AEC [7]. 

Internal Combustion Engine  Ammonia Electrolyte Cell 

Parameter Value  Parameter Value 

ICE Operating pressure 250 kPa  Ammonia input pressure 870 kPa 

Hydrogen mass fraction 1%  Ammonia input temperature 20 °C 

Stoichiometric O2 and N2-to-fuel 
ratio  

Ammonia: 6.06 (kg /kg)  Electrolyte thickness 0.0040 cm 

Hydrogen: 34.2 (kg /kg)  Cathode thickness 0.0020 cm 

Auto ignition temperature  
Ammonia: 651 °C  Anode thickness 0.0020 cm 

Hydrogen: 571 °C  Operating pressure 250 kPa 

Lower heating value 
Ammonia: 18.8 MJ/kg  Operating temperature 25 °C 

Hydrogen: 120 MJ/kg  Cell area 1 m2 

   Current density 2,500 A/m2 

   Exchange current density 0.37 A/m2 

The overall energetic and exergetic efficiencies of the system are determined by  

ɳ
en,ovr

=
Ẇnet+Q̇Evap+Q̇FF+ṁfw×hfw

ṁNH3LHVNH3+ ṁsw×hsw+ ẆAEC
 (7) 

ɳ
ex,ovr

=
Ẇnet+Q̇Evap(1−

T0
TEvap

)+ṁfw×exfw

ṁNH3exNH3+ ṁsw×exsw+ ẆAEC
 (8) 

where Ẇnet is net power produced by the proposed system and is calculated as  

Ẇnet = ẆICE + ẆDAFC + ẆTUR − ẆPump1 − ẆPump2−ẆPump3. 

 
RESULTS AND DISCUSSION  
A parametric study was conducted to evaluate the performance of the integrated system, taking into account the first 
and second laws of thermodynamics. The study examined the impact of varying the mass flow rate of ammonia 
supplied to the internal combustion engine, the steam flow rate of the Rankine cycle, and the effect of changing the 
ambient temperature on system performance. Fig. 2a and 2b show the effect of temperature on the system's energy 
and exergy efficiencies and net power output. As the temperature increases from -10 to 50°C, the energy efficiency 
improves from 32.11 to 35.27%, exergy efficiency increases from 36.44 to 41.56%, and the net power output grows 
from 3,835 to 4,235 kW. 
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(a)                             (b) 

Fig. 2. Variation of the ambient temperature with (a) overall energy and exergy efficiencies, (b) net power generated. 
 

Fig. 3a shows the impact of modifying the ammonia mass flow rate on the overall system energy and exergy 
efficiency. It indicates that increasing the flow rate from 0.2 kg/s to 2 kg/s results in a significant improvement in both 
energy and exergy efficiencies. Fig. 3b shows how the power generated by the internal combustion engine varies 
with the ammonia flow rate. As the flow rate increases from 0.2 kg/s to 2 kg/s, the power output of the engine rises 
from 3,065 kW to 4,715 kW, and the net power output increases from 3,883 kW to 5,532 kW. 

   
(a)                              (b) 

Fig. 3. Variation of the ammonia flow rate with (a) overall energy and exergy efficiencies, (b) ICE and net output power. 

 
CONCLUSIONS 
The following are the main conclusions drawn from the proposed integrated system for submarines: (a) The net 
power produced, cooling provided, and freshwater flow rate produced under specified conditions are 4,069 kW, 5.895 
kW, and 1.269 kg/s, respectively. (b) The energy efficiency and exergy efficiency of the system are calculated to be 
33.96% and 39.39%, respectively. 
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ABSTRACT 
This paper deals with a review of the chlor-alkali process, an industrial application with significant promise for 
hydrogen production. In this process, the 2.6 MWh of power required for the operation of the system is met by an 
ingenious approach using a photovoltaic-based energy system. The research includes a comprehensive simulation 
of a chlor-alkali production system with the operating temperature set to 88°C using the Aspen Plus. The results 
demonstrate the remarkable potential of this system with a hydrogen production rate of 82.5 kg/h.   
 
Keywords: Hydrogen, hydrogen production, chlor-alkali process, photovoltaic-based energy system. 
 
INTRODUCTION 
The chlor-alkali process, primarily responsible for the production of chlorine, sodium hydroxide (commonly 
referred to as caustic soda), and hydrogen, exemplifies an efficient and environmentally sustainable industrial 
procedure. This method, which boasts numerous advantages for hydrogen generation, operates as an 
electrolysis-based process involving anode and cathode reactions, ultimately yielding chlorine (Cl2), sodium 
hydroxide (NaOH), and hydrogen gas (H2). Notably, the generation of hydrogen stands as a valuable byproduct 
in conjunction with the production of hydrogen, chlorine, and sodium hydroxide. A plethora of environmentally 
friendly and highly efficient energy systems may be selected as the energy source for such processes. In a study 
conducted by Wang et al., they fulfilled the energy requirements of the system through a combination of wind, 
solar, and fuel cell technologies [3]. Pravin et al., also proposed a similar hybrid system in their study. A review 
of the existing literature reveals that the endeavor to meet the power needs commonly involves the utilization of 
multiple energy sources [2]. In this study, however, solar energy, a singular source, is employed. The power 
requirements of the system are satisfied by harnessing solar energy, which stands as a more abundant resource 
compared to other alternatives. The strategic placement of photovoltaic systems, essential for enhancing 
sustainability in energy production, is instrumental in achieving significant advantages in terms of energy 
efficiency. This endeavor commences with the harnessing of solar energy through photovoltaic panels, ensuring 
the efficient capture of solar radiation. Subsequently, this solar energy undergoes conversion into electrical 
energy, thereby serving as the primary energy source for chlor-alkali electrolysis. The envisioned end products 
in this system encompass chlorine gas, sodium hydroxide, and hydrogen gas. 
 
SYSTEM AND ASSESSMENT 
The schematic representation of the proposed system is shown in Figure 1. In this system, sodium chloride 
(NaCl) and hydrochloric acid (HCl) solutions are selected for the product feed. The purified brine is acidified with 
HCl before entering the electrolysis process. As shown in Figure 1, a photovoltaic system was selected to fulfil 
the energy requirement of the system. In this solar energy utilisation system supported by solar panels, heat 
transfer is provided from the segment designated as PV through the S6 line. This method is necessary to provide 
the power required for the operation of chlor-alkali production plants. The product is then fed into the 
Stoichiometric reactor, which acts as an anode. In this reactor, chloride ions (Cl-) are transformed into chlorine 
gas (Cl2) and reactions for the production of water (H2O) and oxygen (O2) are defined. Subsequently, Cl2 output 
takes place in the Gibbs reactor, the so-called anolyte, where the production of Cl2 gas takes place. After this 
process, other products enter the membrane as separators, allowing sodium ions (Na+) to pass through the 
membrane. Na+ ions leaving the membrane acting as a separator, where the separation of sodium chloride 
(NaCl) and Na+ ions takes place, enter the Stoichiometric reactor acting as a cathode. Here the H2O component 
is separated into hydrogen gas (H2) and hydroxide ions (OH-). Then, OH- ions are separated in the membrane 
acting as a separator and cyclically return to the system and enter the Stoichiometric reactor acting as an anode. 
This process step is important for the system. Following the feedback process, the remaining products are 
separated by Flash, which undergoes a Split process, resulting in the extraction of H2. Following the extraction 
of H2, sodium hydroxide (NaOH) is obtained by a Split procedure. The remaining products are then re-introduced 
into the system. During the re-feed process, water is introduced into the Mixer and H2 production is restarted by 
reintroducing all products into the cathode. In this study establishes an optimal applied current density within the 
chlor-alkali plant, falling within the defined range of 6x105 to 7x105 A/m². Concurrently, the voltage parameters 
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are ascertained to be within the range of 2-3 V. A comprehensive review of pertinent literature, encompassing 
both experimental and numerical inquiries, reveals that the identified current density and voltage values align 
satisfactorily with the stipulated requirements for the system's power demand. 

 
Figure 1. Schematic representation of the system. 

RESULTS AND DISCUSSION  
This section presents the results obtained in this study. The quantities of HCl and NaCl components introduced 
into the system were set at 0.0272 kg/h and 111.612 kg/h, respectively, based on the data acquired through the 
literature review. The operating temperature of 88 °C was determined using the energy supply line from the PV 
section, which is the system's energy source. This temperature was chosen as it was found to be suitable for 
the chlor-alkali production industry according to the results of the literature review. As depicted in Figure 2, the 
Cl2 gas produced from the Gibbs reactor, functioning as the anolyte, amounted to 64.97 kg/h. Furthermore, the 
production of Na ions in the membrane section was measured at 43.90 kg/h. When considering the products 
obtained in this section, a total of 780 kg/h of water and other products were generated. In accordance with the 
cathode process, hydrogen production is achieved through the introduction of Na into the reactor and the re-
entry of all products from the feedback. Figure 2. illustrates the production of 82.5 kg/h of hydrogen. Additionally, 
another product of the system, the NaOH component, was obtained at a rate of 47.56 kg/h. 

CONCLUSIONS 
In this study, hydrogen and chlorine productions through an integrated chlor-alkali system are investigated as a 
clean and reliable energy production method where the photovoltaic panel systems in an innovative approach 
for energy production were combined. For the efficient operation of the system, the temperature value was 
determined as 88°C with the panels integrated into the system. With the feedbacks made, the system has been 
made to work more efficiently. When we look at the products obtained as a result, the hydrogen yield was 
recorded as 82.5 kg/h. 
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                                                          (a)        (b)   

Figure 2. Graphical representation of a) hydrogen b) chloride products produced by NaCl and HCl feeding. 
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ABSTRACT  

With increased energy demand in the present-day world, a strong driving force prevails in the transition 

from existing fossil fuel-based economy to a circular and sustainable renewable energy-based economy. 

In this context, hydrogen is regarded to play one of the most significant roles in achieving a carbon-neutral 

society. However, this also poses several major challenges raised by hydrogen-induced metal/alloy 

degradation during the generation, transportation, and storage of hydrogen. 

Additive manufacturing is a promising means of production of austenitic stainless-steel parts for hydrogen 

service. The hydrogen embrittlement resistance of SS 316L parts by conventionally manufactured and 

directed energy deposition was examined using tensile testing. For this study, an attempt is made to 

understand the effect of hydrogen on additively manufactured 316L SS and compare it with conventionally 

manufactured 316L samples. Therefore, electrochemical hydrogen charging was performed on both AM 

and CM 316L samples to achieve a comparable hydrogen content in the samples, which were further 

measured by Thermal Desorption Spectroscopy. A combination of surface characterization techniques; 

SEM, EDX, XRD, and EBSD are deployed to accurately characterize and gain an improved understanding 

of the hydrogen embrittlement mechanism in CM and AM stainless steel. The higher presence of hydrogen 

reduced ductility in the as-built AM sample but did not significantly influence the response in CM materials. 

Hydrogen-charged samples exhibited a large area of brittle fracture mode, while hydrogen-free samples 

showed ductile fracture morphology. 

Keywords: Additive manufacturing, Hydrogen uptake, Hydrogen embrittlement 

Abbreviation: 

AM: Additive manufacturing CM: conventionally manufactured 

SS: stainless steel DED: directed energy deposition 

SEM: scanning electron microscopy XRD: R-ray diffraction  

EBSD: Electron backscatter diffraction EDX: Energy Dispersive X-ray Spectrometry 

INTRODUCTION 

In recent years, the hydrogen energy storage has drawn significant attention from government and 

researchers because hydrogen is one of the most promising green energy sources which has been 

considered as alternative of hydrocarbon fuels in the potential industrial sectors [1]. There are still some 

challenges regarding to hydrogen storage, and transportations given that the small size of hydrogen 

and its interaction with engineering materials [2].  

Nowadays, additive manufacturing technology attracted more research interest due to design flexibility 

and topological optimization of material by tailoring the microstructure to provide the best performance 

in the hydrogen environments. AM provide great opportunity to meet the best combination of its 

structure, processing, performance and properties by optimizing the 3D printing parameters [3]. In other 

word, AM has the potential to accelerate the energy transition by enabling customized and sustainable 

production of hydrogen-resistant alloys.  

However, there is limited understanding of the processing, structure, properties, and performance of AM 

alloys when interacting with hydrogen. In this paper, we systematically investigate the hydrogen 

embrittlement of AM and CM stainless steels to better understand the mechanisms of hydrogen 

interaction with storage materials. 

  

mailto:qliu@hbku.edu.qa


 
 

207 

  
 

 

MATERIALS AND METHODS 

The materials used in this study were convectional manufacturing (CM) stainless steels 316 and DED 

additive manufacturing (AM) 316 due to its wide application in industrial area and the composition of SS 

316 is provided in Table 3.  

Prior of hydrogen charging, the specimens were ground to 1200 grit SiC papers and following with 

electropolishing with methanolic H2SO4 solutions at 25V for 35 seconds to remove the residual stress and 

contaminations on the surface [4]. Three-electrode configurations were used to perform the ex-situ 

hydrogen charging in a 2:1 glycerol and phosphoric acid mixture at 75°C under potentio-static of -2000 

mV to preserve a corrosion-free surface for further analysis. In order to study the hydrogen concentration 

as a function of time, different charging times of 24, 48, 72 and 96 hours were chosen. Tensile test was 

performed within a miniature module at strain rate of 2 x 10-4 s-1 as shown in Figure 1(a). The Engineering 

stress and strain could be obtained by tensile test, and the hydrogen embrittlement index can be 

calculated by the loss of ductility. After the test, TDS (Bruker G4 PHONIX DH) test was performed to 

determine the global hydrogen content in the sample after hydrogen charging at a heating rate of 80 /min 

from 25 to 800°C, as shown in Figure 1 (b). X-ray diffraction was used to identify the microstructure phase 

on the sample before and after hydrogen charging, using monochromatic Co Kα radiation (λ = 1.789 Å). 

The surface morphology of samples was investigated by SEM integrated with EBSD detectors.  

Table 3 Composition of SS 316 (wt.%) 

Elements  C Mn Si P N Cr Ni Mo Fe 

SS 316 0.03 2.00 1.0 0.04 0.1 17.5 12.5 2.3 Bal. 

 

Figure 1 (a) Miniature tensile module under 3D microscopy and (b) thermal desorption spectroscopy.  

RESULTS AND DISCUSSION 

The surface observation was conducted by SEM and EBSD on both AM and CM samples, the Figure 2 

shows the microstructure, inversed polar figure and misorientation angle by SEM and EBSD. As initial 

microstructure shown in Figure 2, austenite phase was shown on both AM & CM samples and the grain 

size of AM samples (about 50μm) is bigger than that of CM samples (around 10μm).  

To investigate the potential effects of hydrogen influencing the microstructure or the phase of samples, 

we performed XRD test on H-free and 24-hour H-charged AM & CM samples, and the results were shown 

on Figure 3 (a). The XRD patterns of H-charged samples showed the similar peaks with the H-free 

samples for both AM & CM. The hydrogen concentration of the AM & CM samples after hydrogen charging 

for different time were plotted on Figure 3 (b). We found that more hydrogen has been absorbed into AM 

sample with the increase of hydrogen-charging time. For example, the hydrogen content in AM samples 

reached 250ppm after 96-hour hydrogen charging, while CM sample contained only 25ppm. Despite the 

larger grain size, the hydrogen solubility in AM 316L is higher than in the CM alloy.  

Given the fact that the more hydrogen content in AM than CM samples, the next step is to investigate how 

the different hydrogen content influences the mechanical properties of alloys. We charged twin dogbone-

like samples (shown in Figure 1 (a)) for 24 hours: took one sample into TDS right after hydrogen charging 

to measure the global hydrogen content and performed slow rate tensile test on another one. Figure 4 (a) 

showed the engineering stress and strain curve during tensile test until fracture. We found that both 

samples decreased their strength and ductility after hydrogen charging. AM samples were tested under 
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as-received condition without any heat treatments and always exhibited a lower ductility and high tensile 

strength than CM samples.  

After the tensile test, we performed SEM to observe and compare the sub-surface of the cracks with and 

without hydrogen. From Figure 5, we can see some cracks on the H-free sample in Figure 5  (a) (d). And 

much more cracks were observed on the AM sample (Figure 5 b c) than that on CM sample (Figure 5 e 

f). From a magnified observation, we can see some isolated cracks on CM sample (Figure 5 f) at the grain 

boundaries. Compared the Hydrogen free and hydrogen charging sample, it clearly shows that hydrogen 

reduced the mechanical properties by introducing more cracks. It is important to know hydrogen content 

in the sample to conclude to what extent hydrogen affecting mechanical properties for both CM and AM 

samples. As shown in Figure 4 (b), we found 131 ppm hydrogen in AM samples before tensile test, which 

was almost 10 times higher than that in CM samples. The same trend was also found for the sample after 

tensile test. The hydrogen embrittlement index (HEI) was introduced to better evaluate the hydrogen 

embrittlement of samples by calculating the loss of ductility from stress-strain curve in Figure 4 (a). From 

Equation 1, the HEI is 21.2% and 9.3% for AM and CM samples respectively, which show good agreement 

with the result from hydrogen concentrations obtained from TDS shown in Figure 4 (b).  

 

Compared with CM samples, more hydrogen was absorbed into AM sample with bigger grain-size and 

higher amount of misorientation angle in crystal. For AM samples, the higher strength and larger effect of 

hydrogen on mechanical properties are also surprisingly different than what is expected from the Hall-

Petch effect. This anomaly can be related to the high number of small-angle grain boundaries as well as 

the high dislocation density formed during the additive manufacturing process, as can be seen in the 

average grain misorientation maps in Figure 2. This misorientation was due to the effect of linear defects 

(dislocations) within the grains. There are two types of dislocations in the steels: statistically stored 

dislocations and geometrically necessary dislocations (GNDs). This GNDs affected the hydrogen trapping 

behavior during hydrogen charging, resulting in hydrogen embrittlement and loss of mechanical 

properties. 

𝐻𝐸𝐼 =
휀0 − 휀𝐻
휀0

× 100% Equation 1 

 

 

Figure 2 SEM surface observation, EBSD observation on IPF and misorientation angle of AM and CM samples. 
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Figure 3 (a): XRD patterns and (b): TDS results after hydrogen charging at different time.  

 

Figure 4: (a) Engineering stress -strain curve for H-free and 24-hour Hydrogen charging AM & CM samples and 

(b) TDS curves of Hydrogen-charged and hydrogen-free samples. 

 

Figure 5: morphology of sub-crack surface of HF and 24-hour HC AM &CM samples, (a): HF AM, (b) HC AM, (c) 

enlarged HC AM, (d): HF CM, (e) HC CM, (f) enlarged HC CM, respectively. 
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CONCLUSIONS 

We studied and compared the behaviour of DED-AM and conventional manufacturing 316L after 
electrochemical hydrogen charging. Here are the key conclusions from this study. 

1. Increasing demand for hydrogen as an energy vector and the necessity for the safe handling of 

hydrogen requires the development of novel alloys with superior resistance to HE and AM is a 

promising manufacturing method to achieve this goal. 

2. For the same hydrogen charging duration, the AM alloy absorbs more hydrogen but shows higher 

strength a comparable reduction in ductility than CM alloy. The higher solubility of AM alloy is 

related to the higher density of dislocations, as shown by EBSD analysis. 

3. Further work is planned to study the hydrogen effect on the am alloys with different build 

parameters and directions. 
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ABSTRACT   

Photo-Thermal production of hydrogen from hydrogen sulphide from some petroleum natural gas contain 10-13 % 

H2S. This gas is very corrosive and poisonous gas to the atmosphere. There were two Claus processes in Iraq to 

produce 2200 ton/day of pure elemental sulphur and water, the new Claus process can be converted to produce 140 

ton/day of hydrogen and elemental sulphur in Iraq by using new catalyst in photo-thermal decomposition of H2S at 

low temperature due to fact that energy bonding of the H-S is very low compared with H-O bond in water.  

 Therefore shortcut production of hydrogen from H2S is by extraction of this gas from natural petroleum by 

ethanolamine’s solution and direct photolysis of this gas after passing it over trace semiconductors ( TiO2 , ZnO 

…etc) at low temperature range (5- 35 oC).   H2S will decomposes to hydrogen and sulphur, therefore three different 

pilot plants have been built for cheap production of Hydrogen and sulphur in liquid and gas phase at higher 

temperature. 

Keywords:  Hydrogen Production; Natural Gas; H2S; Sensitizer. 

 
INTRODUCTION 
Hydrogen sulfide (H2S) is a smelly, corrosive, highly toxic gas .Beside its other bad habits, it also deactivates 

industrial catalysts. H2S is commonly found in natural gas and is also made at refineries, especially if the crude oil 

contains a lot of sulfur compound (1). Because H2S is such an obnoxious substance, it is converted to non-toxic and 

useful elemental sulfur by Claus process at most locations that produce it (2). 

                           2H2S + SO2                          3S + 2H2O ………. (1-1) 

In Iraq, a bout 2200 tons a day of sulfur extracted now from H2S through Claus process .But treating H2S by Claus 

process leads to recover only elemental sulfur and hydrogen in H2S cannot be recovered and is finally wasted in the 

form of water (3).For that, much attentions began focused on the decomposition of hydrogen sulfide to hydrogen and 

elemental sulfur, such as thermo chemical, electrolytic and photo chemical process (4). 

Because of the low energy of the H-S bond in compared with H-O as shown in figure 1, it is possible that lower cost 

processes could be devised by making hydrogen from H2S.  

 

The photo production of hydrogen gas and sulfur deposited in solution may rationalize in terms of the band gab 

excitation of semiconductor (5). Activation of the semiconductor photo catalysts achieved through the absorption of 

a photon of ultra- band gab energy, which results in the promotion of an electron e- from the valance band to the 

conduction band, with the concomitant generation of a positive hole h+ in the valance band (6). To increase the 

percentage decomposition of H2S, sensitizers have been used with the semiconductor, therefore more light will be 

absorbed by sensitizers and semiconductor as in the following reactions (7).                 

 

Semiconductor               (SC) + h v              h+ + e- …………………………………….……….…...(1-2) 

                                       S   + h v                 S*…………………………………………….……………(1-3)                                             

               S* + SC                 h+ + e- +S ……………………………..……………..…(1-4)   

                          A + e-                    A- ………………………………………………….……..(1-5) 

                          D + h+                  D+ ………………………………………………….……..(1-6) 

 

b 

 Figure 1: The chemical structure for a: Hydrogen Sulfide, and b: Water 

mailto:Salah.naman@yahoo.com
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In this study, we used titanium dioxide as semiconductor. Anatase is a TiO2 poly morph which is less stable than 

rutile, but more efficient than rutile for several applications, including catalysis, photo catalysis, and dye-sensitized, 

there for riboflavin have been used with TiO2 . 

Ethanol amines are the most frequently used compounds for the removal of H2S from natural gas, because their 

reactivity and availability at low cost; alkanol amines have achieved a position of prominence in the gas sweetening 

industry, e.g. the Claus process in which hydrogen sulfide is converted to sulfur(8). The types of decomposition of 

H2S are: 

1- Thermochemical production of Sulfur only..  

     Claus process  

                                3H2S + 3/2 O2   3/n Sn + 3 H2O………………………………………..(1-7) 

2- Photoelectrochemical production of  Hydrogen and sulfur. 

                                H2S+hv =  H2 + S …………………………………………………………(1-8) 

3- Thermochemical production of hydrogen and sulfur. Different pilot plants. 

                                H2S    H2 + S…………………………………………………………….(1-9) 

 
MATERIALS AND METHODS 

H2S production by kipps method and cylinder of pure H2S, TiO2, ZiO, V2O3 have been purchased from Fulge and 

PDH. Separation of H2S have been done from natural gas by using ethanol amins at different percentages.   

 
APPARATUS AND PILOT PLANTS  

Laboratory experimental have been done using glass apartuse with all options for introducing materials and exposing 

to radiation and separating the product of the decompositions by physical methods and gas gromotography GLC as 

in figure 2 for photo radiation decomposition of H2S and figure 3 for photo and thermal decompositions. And figures 

4 and 5 are pilot plants for photo and thermal flow system decomposition of H2S using GC for analysis of the products. 

 
Figure 2: Laboratory glass static photo decomposition. 

 

 
Figure 3: Static Photo thermal Reactor. 1. Furnace, 2. Flat reactor, 3. Light, 4. Mirror, 5.Catalysts on the bottom of 

reactor, 6.Septum, 7. and 8. Taps for the admission and withdrawal of gas samples. 
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Figure 4: Experimental Apparatus (glass) for flow photothermal pilot plant. 

 
Figure 5: Schematic diagram of experimental apparatus for the decomposition of hydrogen sulfide (furnace) 

 
CONCLUSION 

Different methods have been used to convert hydrogen Sulphur to Sulphur and hydrogen using above chemical 

methods and special pilot for each process. Especially we concentrated on our natural gas as it contains high 

percentage of H2S.  
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ABSTRACT 
This paper reviews the significant influence of a chemical catalyst in clean hydrogen production on renewable 
energy technologies. Utilising data from the GREET program, we analyse three pathways: renewable natural gas 
production from food waste via anaerobic digestion, renewable natural gas for central plant gaseous H2 production, 
and renewable natural gas production from fats, oil, and grease via anaerobic digestion. We assess the emissions 
(CO2, CH4, NOx, PM2.5, SOx, N2O) graphically. Our life cycle assessment of the catalyst shows its role in the 
production of pure hydrogen and highlights its importance for renewable energy.  In comparison, conventional 
hydrogen cyanide production produces CO2 emissions of 1.96 kg, while the pathways used in cyanide hydrogen 
production are between 0.19 kg - 0.15 kg.  
 
Keywords: Hydrogen, Life cycle assessment, hydrogen production, Sustainable development.  
 
INTRODUCTION 
CO2 emissions are very significant and have a major impact on the climate, between 2010 and 2020 the use of 
permanent magnets has resulted in a cumulative increase in global greenhouse gas emissions of 32 billion 
tonnes of CO2 equivalent [1]. In this regard, the relationship between clean hydrogen production and renewable 
energy technologies is a critical element of sustainable energy systems. The chemical catalyst plays a central 
role in facilitating clean hydrogen production processes, extending its influence beyond chemical reactions into 
the realm of renewable energy systems. Utilizing data from the Greenhouse gases, Regulated Emissions, and 
Energy Use in Transportation (GREET) program, this study investigates the complex associations between the 
chemical catalyst and its impact on various renewable energy pathways. Three specific pathways are 
considered: the production of renewable natural gas from food waste through anaerobic digestion, the 
generation of renewable natural gas for hydrogen (H2) production at a central plant, and the production of 
renewable natural gas from fats, oils, and grease (FOG) through anaerobic digestion.  
 
METHODOLOGY  
This paper employs a methodology that combines a life cycle assessment (LCA) to compare various indicators 
resulting from the studied processes [2]. The LCA framework allows for a comprehensive evaluation of the 
environmental impacts associated with clean hydrogen production within the context of selected renewable 
energy pathways [3]. This assessment encompasses a range of emissions, including carbon dioxide (CO2), 
methane (CH4), nitrogen oxides (NOx), fine particulate matter (PM2.5), sulfur oxides (SOx), and nitrous oxide 
(N2O). The methodology emphasizes sustainability and the long-term well-being of ecosystems and society. To 
enhance the accessibility and clarity of data presentation, this paper employs a graphical approach. Graphical 
representations are used to convey estimates of the environmental impacts associated with CO2, CH4, NOx, 
PM2.5, SOx, and N2O. These graphical tools provide a clear and concise means of presenting the results, with 
a particular focus on their pertinence to sustainable development. The utilization of graphs facilitates a more 
intuitive interpretation of the findings, fostering a deeper understanding of the complex interactions between 
chemical catalysts and their environmental impacts within the broader framework of sustainable development. 

 
RESULTS AND DISCUSSION  
This section presents the results obtained in this study. The research will consider the environmental impacts of 
the three renewable energy pathways analysed: the production of renewable natural gas from food waste 
through anaerobic digestion, renewable natural gas for hydrogen (H2) production at a central plant and 
renewable natural gas from fats, oils and grease (FOG) through anaerobic digestion. The research will also look 
at CH4, NOx, PM2.5, SOx and N2O emissions, noting differences between the pathways due to feedstock 
composition and production processes. The results of these reviews are shown in Figure 1-2. This highlights the 
complex nature of the effect of chemical catalyst. In figure 1. hydrogen values in cyanide, in figure 2. hydrogen 
fluoride, both figures show emissions of a few chemical elements, these values were taken per kg.       

Further to note that the expected outcome of this study is to elucidate the key role of a chemical catalyst in 
clean hydrogen production and its broad implications for renewable energy. By combining LCA and analysing 
the results obtained, this study contributes to the current debate on the integration of clean hydrogen production 
technologies, providing information for informed decision making. The results of this study should provide a 
foundation for moving towards a sustainable and durable energy future. 
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Figure 1. Hydrogen in cyanide 

 
Figure 2. Hydrogen in flouride 
 
CONCLUSIONS 
This study aims to conduct a comprehensive analysis of the influence of a chemical catalyst on the production 
of pure hydrogen, elucidating its impact beyond mere chemical reactions, and extending its ramifications across 
the broader domain of renewable energy technologies. The evaluation based on data from the GREET 
programme provides valuable insights into the environmental and economic aspects of this complex 
relationship. As the subsequent results and discussions will underscore, the multifaceted nature of these 
conclusions is set to shape the future landscape of renewable energy technologies, providing vital guidance for 
stakeholders in the field. 
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ABSTRACT 

A porous γ-alumina was successfully created using an eco-friendly method, employing Fig leaves as a biotemplate 

for the first time in this study. Following the confirmation of the porous Al2O3 structure using various characterization 

techniques, it was employed as a support material for Ni-Ce particles to significantly enhance the conversion 

efficiency of the steam reforming of methane (SRM) process. To achieve this, we fine-tuned the content of Ni, Ce, 

and the SRM temperature utilizing both bulk and porous Ni-Ce/Al2O3 catalyst structures. The results obtained from 

field emission scanning electron microscopy (FESEM), temperature-programmed desorption (H2-TPD), and N2 

adsorption/desorption indicated the formation of more evenly distributed Ni particles with smaller sizes on the 

mesoporous alumina (MAl), especially when promoted with CeO2. In addition to the effective influence of CeO2 on 

Ni particle dispersion, it enhanced the interaction between Ni and Al, thereby increasing the catalysts' activity and 

reducing coke deposition during the SRM process. Consequently, the 20Ni-3.0Ce/MAl catalyst displayed the highest 

H2 yield at 96.02% and CH4 conversion at 90.20%, with the lowest CO2 produced to CH4 consumed ratio of 0.52% 

at an SRM reaction temperature of 700°C. In contrast, the bulk catalyst with equal Ni and Ce contents exhibited CH4 

conversion, H2 yield, and CO2/CH4 molar ratio of 86.09, 92.30, and 0.56, respectively, at the same temperature. 

Furthermore, the 20Ni-3.0Ce/MAl catalyst demonstrated the highest stability during a continuous 12-hour SRM 

reaction at 700ºC, with the lowest reductions in CH4 conversion and H2 yield, amounting to 3.97% and 5.12%, 

respectively. 

Keywords: Bio-templated Al2O3, Fig leaves template, H2 production, Steam reforming of methane, Cerium promoter. 

1. INTRODUCTION 

Steam reforming of methane (SRM) produces hydrogen-rich syngas via an endothermic reaction between methane 

and water at high pressure and temperature [1, 2]. To downsize SRM for mobile fuel cells [3], a catalyst operating at 

lower temperatures is needed. Ni-based catalysts are popular due to their activity and cost-efficiency [4]. 

Understanding the reaction mechanisms is complex, with various proposed models affecting reaction kinetics. 

Challenges like sintering and coke formation on Ni particles have prompted efforts to improve catalyst efficiency. 

Strategies involve using high surface area supporting materials like Al2O3 and incorporating promoters like CeO2 to 

enhance stability and reduce coke deposition [5-7]. Bio-templated materials, particularly from leaves, offer a 

promising, scalable solution for these catalysts [8, 9]. Research aims to compare bio-templated Ni-based catalysts 

supported on Fig leaves with conventional ones, assessing their performance in SRM for methanol production and 

evaluating the impact of a cerium promoter on catalytic activity and coke deposition. Characterization methods are 

employed to analyze the catalysts and supports before and after the SRM reaction. 

2. EXPERIMENTAL SECTION 

In the experimental section, various materials including acids, alcohols, and metal compounds were used. Fig leaves 

served as a bio-template. Catalyst synthesis involved different methods for creating mesoporous and bulk alumina 

structures and depositing nickel or nickel-cerium particles onto them. Characterization techniques like XRD, EDX, 

FESEM, TPR, and BET were used to analyze the synthesized samples. Process activity involved a setup with a 

fixed-bed reactor for performing catalytic tests in the temperature range of 600–700°C. The reactions and calculations 

involved methane conversion, hydrogen production yield, and CO2 to CH4 consumption ratio. 
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Fig. 1. Schematic of SRM set-up 

3. RESULTS & DISCUSSION 

3.1. Fresh synthesized catalysts properties 

In assessing fresh synthesized catalysts, XRD analysis revealed γ-Al2O3 peaks in support materials and catalysts, 

along with NiO and CeO2 phases in the promoted samples. TEM images confirmed the porous structure of the MAl 

support compared to Al. N2 adsorption/desorption showed differences in pore sizes and volumes between the 

supports and catalysts, influenced by impregnation of Ni and Ce. FESEM analysis depicted the morphology and 

dispersion of NiO particles on the supports, indicating differences between promoted and non-promoted catalysts. 

H2-TPR analysis demonstrated Ni-Al interaction strengths and showed the impact of CeO2 on enhancing this bond. 

H2-TPD revealed higher Ni dispersion on mesoporous alumina, consistent with BET surface area measurements and 

FESEM observations. 

 
XRD patterns of (a) Al and MAl supports and (b) 

20Ni/Al, 20Ni-3.0Ce/Al, 20Ni/MAl, and 20Ni-3.0Ce/MAl 
catalysts 

 
(a) Adsorption/desorption isotherms and (b) pore size 

distribution of Al, 20Ni/Al, 20Ni-3.0Ce/Al, MAl, 20Ni/MAl 
and 20Ni-3.0Ce/MAl samples 

 
TEM images of (a) Al and (b) MAl supports 

 
FESEM images of (a) Fig template, (b) MAl, and (c) Al 

 
(a) H2-TPR and (b) H2-TPD of 20Ni/Al, 20Ni-3.0Ce/Al, 20Ni/MAl, and 20Ni-3.0Ce/MAl catalysts 
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3.2. Effect of active site loading on the catalyst’s activity 

The depiction of CH4 conversion and H2 yield for Ni-loaded catalysts synthesized at varying temperatures and Ni 

loadings reveals some interesting patterns. As the temperature increases, CH4 conversion sees a boost due to the 

reaction's endothermic nature. The optimal Ni loading at 20wt.% achieves a balance between active sites and particle 

dispersion, maximizing both H2 yield and CH4 conversion. However, higher Ni loading leads to decreased activity 

owing to particle agglomeration. Notably, at 700°C, the catalyst 20Ni/MAl outperforms others, showcasing higher 

CH4 conversion (84.10%) and H2 yield (93.91%) compared to 20Ni/Al (80.28% CH4 conversion and 89.31% H2 yield). 

These catalysts also exhibit the lowest CO2/CH4 ratio, highlighting their environmentally friendly performance. 

Overall, among the synthesized catalysts, 20Ni/MAl demonstrates the most favorable performance. The trend in 

CO2/CH4 ratio across temperatures for these catalysts is depicted in another illustration. 

 
Average CH4 conversion of (a) xNi/Al and (b) xNi/MAl at 600-700°C 

 
Average H2 yield of (a) xNi/Al and (b) xNi/MAl at 600-700°C 

 
Average produced CO2/consumed CH4 of (a) xNi/Al and (b) xNi/MAl at 600-700°C 

 

3.3. Effect of Ce loading on the catalytic performance 

The examination of promoter loading effects on Ni-weight in alumina-supported catalysts showcases notable 

differences. When comparing catalysts 20Ni-yCe/Al and 20Ni-yCe/MAl, superior conversions are observed in 

mesoporous catalysts. The catalyst's optimal performance is achieved with a 3wt.% Ce loading, resulting in enhanced 

methane conversion and increased hydrogen yield. However, a further increase to 4.5wt.% Ce diminishes the 

catalytic activity. Particularly noteworthy is the superior performance of the 20Ni-3.0Ce/MAl catalyst across various 

temperature ranges. 

Additionally, the data shows a clear reduction in the CO2/CH4 ratio upon the inclusion of Ce in both bulk and 

mesoporous catalysts. This reduction signifies a shift towards more environmentally favorable behavior, primarily 

due to enhanced coke oxidation and reverse WGS reactions facilitated by Ce. Notably, the catalysts with 20Ni-
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3.0Ce/Al and 20Ni-3.0Ce/MAl compositions exhibit the lowest observed ratios, indicating their heightened efficacy in 

promoting these desirable reactions. 

 

 
Average H2 yield and CH4 conversion of 20Ni-yCe/Al and 20Ni-yCe/MAl catalysts at (a) 600°C, (b) 650°C, and (c) 

700°C 

 
Average produced CO2/consumed CH4 of (a) 20Ni-yCe/Al and (b) 20Ni-yCe/MAl at 600-700°C 

 

3.4. Long time-on-stream performance of catalysts 

After running the catalyst for 12 hours at 700°C, there was an initial improvement in turning methane into hydrogen, 

but then it dropped because coke started to form. Some versions of the catalyst, especially the 20Ni-3.0Ce/MAl type, 

kept performing better. When we looked at the catalysts after using them, X-ray tests showed a carbon coating that 

affected the CeO2 peaks. The images from the scanning electron microscope (FESEM) also revealed changes in 

structure and less buildup of nickel particles on the improved catalysts. Results from the energy-dispersive X-ray 

spectroscopy (EDX) indicated way less carbon buildup on the better catalysts, especially the 20Ni-3.0Ce/MAl one. 

Plus, the used catalysts had less surface area because the pores got blocked or they stuck together, but the 20Ni-

3.0Ce/MAl type was affected the least. Overall, recent studies in this field have shown that different catalysts can 

convert methane to hydrogen anywhere between 63% to 100%, depending on the type and how they're used. Adding 

Ce to the 20Ni/Al and 20Ni/MAl catalysts increased methane conversion by about 7% at 700°C. 

CONCLUSION 

The article compares mesoporous and bulk Ni-Ce/Al2O3 catalysts in the SRM process. Al2O3 was synthesized via 

sol-gel and precipitation, loaded with 15-25wt.% nickel for SRM testing at 600-700°C. Optimal Ni content was 

determined based on highest CH4 conversion and H2 yield. Addition of 1.5-4.5wt.% cerium improved catalyst 

performance, enhancing active site dispersion and reducing coke deposition. Mesoporous alumina exhibited better 

catalytic performance due to higher surface area, larger pores, and improved active site dispersion compared to bulk 

alumina. Addition of 3.0wt.% cerium improved active site dispersion and reduced coke deposition. 20Ni-3.0Ce/MAl 

showed the best performance with high CH4 conversion, H2 yield, and low CO2 production, making it the most 

environmentally friendly catalyst for H2 gas production. 
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ABSTRACT  

Ammonia is one of the important chemicals, which has a wide range of applications in process industries. 

The demand for ammonia is expected to increase by 1.5% per year with the increase in demand for global 

demand for food supply. In this work, the Bare Bones Particle Swarm Optimization (BBPSO) algorithm, 

which is recognized for solving multimodal and nonlinear optimization problems, is used. BBPSO is an 

extension of particle swarm optimization, which is considered as one of the successful nature-inspired 

algorithms. The ammonia production process is modeled using the Promax Software. In this process, 

hydrogen is produced via the electrolysis of water. This green hydrogen is utilized as a raw material for 

the production of ammonia. Three single-objective-based objectives, namely minimization of CO2 

emissions (tonnes/year), maximization of profit (million $/year), and maximization of ammonia flow rate 

(kg/hr) are individually optimized using BBPSO. Nine decision variables are considered which include five 

feed temperatures of different streams, two pressures of two different streams, and the flow rate of water 

and nitrogen. A detailed sensitivity analysis is carried out to determine the dependencies of assigned 

variables on the targeted objectives. Along with optimum objective values, several other important 

parameters like energy consumed and the purity of ammonia are also reported. This study not only 

considers sustainable green production of ammonia but also put light on economics, environmental, and 

energy-specific criteria for a better tomorrow.  

Keywords: Green Hydrogen, Ammonia, BBPSO, CO2 emissions, Energy. 

 

INTRODUCTION 

Owing to a huge 87% share in the fertilizers industry, ammonia is one of the most widely produced 

inorganic chemicals. Ammonia is a crucial chemical raw material used for modern industrial and 

agricultural fertilizers and finds applications in almost all sectors of life including refrigeration, air 

conditioning, acid gas removal capturing agents, raw material for manufacturing papers, plastics, fibers, 

explosive materials, and acids. Ammonia has a high octane rate, so it can be used as a potential fuel 

for fuel cells, and internal combustion engines [1,2]. Due to the hazardous effects of fossil fuels, an 

increase in the concentration of carbon dioxide and methane in the atmosphere, and nitrous oxide 

adversely affecting climate change global thinking is shifting towards the necessity of carbon-free fuel 

[3]. To encounter the above challenges along with climate change and greenhouse emissions, 

alternatives like biomass and renewable electricity are not adequate and thus it needs that we should 

look for alternatives for carbon-free fuels such as green hydrogen and green ammonia [4,5]. For the 

de-carbonization of the energy sector, green hydrogen is considered as a capable alternative with an 

expected forecast of 20 % global energy share by 2050 [5]. As a promising hydrogen derivative, 

ammonia has attracted the attention of researchers at the current time. 

Universally, ammonia is produced by two synthesis processes. The first well-known process is the 

Haber-Bosch process and the second is the solid state ammonia synthesis process. The current 

synthesis processes are not environment friendly as they are dependent on the usage of fossil fuels 

which adds to greenhouse gas emissions in the atmosphere [6]. The Haber-Bosch process is highly 

energy-demanding and complex in nature. It operates at the higher temperature range of 400-500°C 

and high pressure of 100-200 atm. In order to control the carbon footprint, ammonia synthesis began 

to shift towards a greener way by using renewable energy sources like solar and wind [7].  
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Although the usage of solar and wind energies has their own limitations like reliability, energy storage, 

sustainability, seasonal fluctuations, and geographical locations it will take time for the complete 

integration of renewable sources to satisfy the large-scale demand [8]. The ammonia synthesis process 

was studied from an optimization point of view and various work has been performed in this domain. 

Recently an optimization study has been carried out for an exothermic reactor of ammonia synthesis 

by Xie et al. [9] In this study, seven decision variables were selected to minimize the entropy generation 

rate and to maximize the exothermic rate. The popular NSGA-II algorithm was used and the best optimal 

reactor conditions are reported by using LINMAP, TOPSIS, and the Shannon entropy method. Another 

interesting optimization study considers the operational uncertainties caused by wind turbines for the 

synthesis of the ammonia plant. This study shows the practical problems faced while dealing with 

renewable energy sources and the need to optimize such processes by using an efficient optimization 

approach [10]. Biomass is a clean renewable energy source, but its availability is majorly dependent on 

its geographical location. An optimization study was carried out by Arora et al. [11] considering the 

location of biomass feedstocks. This study focuses on the environmental and economic aspects of the 

different feedstock locations in India, Australia, and Brazil for the minimization of manufacturing coast 

as one of the objectives.  

The term Green ammonia suggests that the hydrogen used as a raw material for the manufacturing 

process for ammonia is synthesized by using a green approach like the electrolysis of water using 

renewable energy sources which has zero carbon emissions [12]. Recently Campion N. et al. [13] 

studied the e-ammonia production process in which hydrogen was derived from the electrolysis 

process. In their study, they primarily focused on modeling, location of production sites for grid 

electricity, set up of power connections, and estimation of costs for different e-fuels. Olabi AG et al. [14] 

in detail explain the role of green ammonia in accordance with the sustainable development goals. In 

their study, recent developments regarding the production process of green ammonia along with its 

applications are discussed. 

With the increasing human population on earth, the food needs are to be fulfilled by expanding 

agricultural sector products. At the same time, attention should be focused on reducing the carbon 

burden on the atmosphere with the optimum usage of available resources. So the objectives set for this 

study are Minimize F1 = minimization of CO2 emissions (tonnes/year), Maximize F2 = maximization of 

profit (million $/year), and Maximize F3 = maximization of ammonia flow rate (kg/hr). All cases were 

optimized by using an efficient Bare-bones particle swarm optimization (BBPSO) algorithm [15] which 

is an extension of particle swarm optimization. Particle swarm optimization [16] uses concepts inspired 

by nature such as fish schooling, and bird flocking. For this optimization study, nine decision variables 

are considered.  The decision variables are the feed temperatures of five different streams, the 

pressures of two different streams, the flow rate of water, and the flow rate of nitrogen. The manuscript 

is arranged in the following manner: the next section is on the methodology followed by results and 

discussions. The output of this study is summarized in the conclusion section and references are cited 

at the end. 

 

MATERIALS AND METHODS 

Fig 1. shows the process flow diagram for the electrolysis and the ammonia synthesis sections of the 

ammonia production plant. The reacting water (which is recycled back) is cooled to 80°C, and fed to 

the electrolyzer. In the electrolyzer, the water molecule breaks down into hydrogen and oxygen 

molecules. In the electrolysis process, electrolyzing 24000 kg/hr of water consumes 1060 kW of energy.  

The output of the electrolyzer consists of 98.98% water, 0.11 % hydrogen (=27 kg/hr), and 0.91 % 

oxygen. The process stream is heated to 92°C to facilitate the hydrogen separation process. The 

membrane separator separates the hydrogen and oxygen with a common carrier of the water 

molecules. The unreacted water is recycled back to the electrolyzer along with the added makeup water. 

The 97.5 % of the hydrogen is separated using the flash drum VSSL-101. The exit stream from the 

flash drum consisting of traces of water is cooled to 30°C and further flashed to achieve a 99.9% of 

hydrogen-rich stream.  The hydrogen is compressed from 31 barg pressure to 131 barg pressure 

through a series of four compressors and intercooling stages. The high-pressure hydrogen is mixed 

with a nitrogen stream, which is also compressed and intercooled in four stages to 131 barg pressure. 

The hydrogen and nitrogen mixture is reacted in a series of three-packed bed reactors.  Nitrogen and 
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hydrogen are reacted over a catalyst bed to produce ammonia. The reaction is modeled using kinetic 

rate constant information for Langmuir-Hinshelwood type rate expressions. The unconverted reactants 

are separated in a VSSL-100 separator and ammonia with 99.35 % purity and with a flow rate of 153 

kg/hr is produced which results in 1220,000 kg/year of designed production capacity. 

 

Fig. 1. Process flow diagram of the ammonia synthesis process plant 

 

RESULTS AND DISCUSSION 

A detailed sensitivity analysis is carried out to foresee the effect of individual decision variables on the 

corresponding objectives. Accordingly, five stream temperatures, two stream pressures, and two 

streams’ molar flow rates are considered as decision variables. The upper and lower ranges of decision 

variables are given in Table 1. For details of stream numbers please refer to Fig. 1 (Process flow sheet). 

Both water and nitrogen flow rates are considered as important flow rates to achieve the desired 

objectives.  

Table 1. Optimization cases, decision variables, and constraints for the ammonia plant 

Objectives Decision Variables and ranges Constraints 

 

Case 1: Minimize F1= 

CO2 emissions 

(tonne/year) 

 

Case 2: Maximize F2 

=Profit (million $/year) 

 

Case 3: Maximize F3= 

Ammonia Flow Rate 

(kg/hr) 

 

400 < T_Stream_14 (K) < 750 

Ammonia Purity > 98% 

 

400 < T_ Stream_16 (K) < 750 

400 < T_ Stream_18 (K) < 750 

320 < T_ Stream _20 (K) < 620 

150 < T_ Stream_22 (K) < 300 

1950 < P_Stream_5 (kPa) < 4500 

10200 < P_Stream_1 (kPa) < 20000 

5000 < F_Water (kmol/hr) < 10000 

17 < F_Nitorgen (kmol/hr) < 34 

 

 

Three objectives are considered in this study. The first objective is to minimize CO2 emissions (Minimize 

F1), the second objective is to maximize profit (Maximize F2), and the third objective is to maximize the 

flow rate of ammonia (Maximize F3). The amount of CO2 emitted (tonne /year) is calculated from the 

electricity consumed in pumps, and compressors and the amount of CO2 emitted from the heat required 
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in heaters and coolers by burning natural gas. The detailed profit is calculated by considering the sale 

value and the cost which consist of costs of equipment, raw materials, utility, construction and 

equipment costs, royalties, and wages, including depreciation [17]. Ammonia production value is 

obtained from the exit stream of ammonia with an imposed purity of more than 98% (as a constraint) in 

this simulation and optimization study.  

Table 2: Optimization case results  

Objectives and Decision variables Optimization Cases 

Case 1: Min CO2 
Emissions 

Case 2: Max 
Profit 

Case 3: Max Ammonia 
Flow rate 

Objectives CO2 emission 
(tonnes/year) 22322 278637* 

27392* 

Profit (million $/year) 0.02647* 6.39724 0.21121* 

Ammonia Production 
(kg/hr)  568.03* 352.18* 645.59 

ENG (kW) 11667.73* 1626.21* 14646.59* 

Purity 99.42* 98.19* 99.42* 

Decision 
Variables 

T_Stream_14 (K) 680.0766 696.7419 682.5768 

T_Stream_16 (K) 734.0271 400.1884 733.8822 

T_Stream_18 (K) 747.9032 700.4668 739.9084 

T_Stream_20 (K) 543.4261 335.3104 333.6272 

T_Stream_22 (K) 210.8867 254.823 213.7904 

P_Stream_5 (kPa) 2216.78 2195.987 2179.371 

P_Stream_1 (kPa) 13937.24 11982.2 13206.45 

F_Water (kmol/hr) 5031.408 9942.288 5686.492 

F_Nitorogen (kmol/hr) 18.4776 30.67103 19.65142 

*= Calculated value, Bold= Optimum value for the given case  

 

Similarly, two additional objectives are also calculated and reported along with the results of F1, F2, 

and F3 objectives, those objectives are the purity of ammonia and the amount of energy consumed. 

The energy is calculated using the energy consumed in compressors, pumps, heaters, and coolers. 

The BBPSO algorithm is used with 100 population points for 100 generations using 9 decision variables 

and constraints on the purity of ammonia. The optimization runs were executed on the high-speed 

workstation intel Xeon Processor with 128 GB RAM. Table 2 shows the results of three cases along 

with other calculated objectives and corresponding decision variables. Case 1 corresponds to the 

minimization of CO2 emissions (=22322 tonnes/year), which results in lesser profit with lesser energy 

consumed. The decision variables trend shows that the water flow rate has approached a lower limit in 

order to meet the objective of CO2 emissions minimization. 

Case 2 results show that optimum profit also results in the worst value of CO2 emissions. The higher 

profit is obtained due to the lesser amount of energy consumed. In case 3, the highest possible 

ammonia production is obtained (=645 kg/hr). The higher product flow rate also resulted in higher CO2 

emissions and relatively higher energy consumption. Fig. 2 shows the profiles along the length of the 

reactor for temperature and ammonia production for two different cases. As shown in Fig. 2a. and 2b, 

the higher production of ammonia demanded a decrease in decision variables values for reactor 2 

and 3 temperatures. 
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Figure 2: Case 1 and Case 3 results comparison (a) Temperature Vs Reactor length; (b) Ammonia 

Production Vs Reactor length   

 

CONCLUSIONS 

The BBPSO algorithm is used in this study to individually optimized CO2 emissions, profit, and ammonia 

production rate. In case 1 minimum value of CO2 emission is obtained (=22322 tonnes/year) which 

resulted in profit, ammonia production, and consumed energy values of 264744 ($/year), 568.03 (kg/hr), 

and 11667.73 (kW) respectively. For case 2, the objective set was to maximize the profit so the 

corresponding profit resulted in 63972443 ($/year) with the highest amount of CO2 emission (278637 

tonnes/year) along with 352.18 (kg/hr) of ammonia production and 1626.21 (kW) energy consumed. 

Case 3 resulted in the highest amount of ammonia production of 645.59 (kg/hr) with respective 27392 

(tonnes/year) CO2 emission, 211239 ($/year) of profit, and 14646.59 (kW) of energy utilized. The 

environmental, economical, and process-related objectives of this study are useful for the ammonia 

production system for further research-related work. This study is useful to investigate the idea for the 

production of carbon-free green energy fuels in the coming time for a better tomorrow. 
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ABSTRACT  

This work was aimed to develop and analyze the performance of a system consists of a biomass gasifier 

producing the syngas rich in hydrogen and its onsite utilization in homogeneous charge compression 

ignition (HCCI) engine for sustainable transportation. A theoretical formulation for computing the 

composition of syngas produced after gasification of various biomass materials was developed to predict 

the percentage of hydrogen appears in the syngas using MATLAB software. The effects of the type of 

biomass feed and the gasifier operating conditions on exergetic efficiency of the gasifier and on overall 

performance of the proposed system is examined and a computational method for the investigation based 

on exergy analysis of the proposed system has also been developed using the EES software. The gasifier 

operating performance is assessed for the effect of change in equivalence ratio at gasifier (ERG) and 

steam-to-feed ratio (SFR) and their significant impact is observed on the exergy efficiency of gasifier 

producing hydrogen. The exergetic efficiency of HCCI engine is also investigated and it is found 

significantly influenced by the variation of gasifier pressure and type of feed. Among the selected biomass 

materials, rubber seed derived syngas supplied to HCCI engine resulted in the highest exergy efficiency. 

The obtained results further show that destruction of fuel exergy is highest in HCCI cylinder 47.73% 

followed by gasifier 41.72%.  

Keywords: Biomass gasification, Hydrogen rich syngas, HCCI engine, Exergy, Sustainable 

transportation. 

 

INTRODUCTION 

The energy used today to satisfy all needs of human is majorly based on combustion of fossil fuels 
which leads to the generation of pollutant emissions and greenhouse gases. Rapid combustion of fossil 
fuels to meet the increasing energy demand is resulting into fast depletion of fossil fuel reserves and 
increased environment degradation. This has drawn increasingly attention for the use of renewable 
energy source because of the advantages of green environmental protection and inexhaustibility [1]. 
One of the renewable sources of energy is biomass whose large flexibility as a feedstock is not only 
recognized to generate heat and power but also to produce hydrogen and biofuel used for 
transportation. For the conversion of biomass to low-carbon or carbon free fuels, gasification is 
considered as one of the most attractive technologies as it converts feedstock quite effectively to the 
transportation fuels such as syngas which is generally a mixture of hydrogen, carbon monoxide, and 
methane [2]. For small scale applications, biomass gasification using downdraft gasifier is the most 
effective means of producing syngas and it has gained a new momentum for engine applications. 
Combustion properties like calorific value, flame speed, and anti-knock behavior of syngas produced in 
a downdraft gasifier are inferior to conventional hydrocarbon fuels like gasoline and CNG for internal 
combustion engines [3]. Another concept for biomass gasification is the fluidized bed air-steam gasifier 
where gasification occurs at higher pressure and temperature in the presence of compressed air and 
blast steam as a gasifying agent which is expected to produce a syngas having higher hydrogen content 
which contributes in reducing the pollutant emissions and global warming while maintaining a higher 
second law efficiency of the engine due to reduced combustion irreversibility [4, 5]. Limited studies are 
reported regarding the feasibility of using biomass material for producing the hydrogen rich syngas and 
its utilization in engines for power generation. Most of the syngas fueled engines are downdraft gasifier-
based system uses air as a gasifying agent where inner biomass combustion is utilized to supply the 
required heat of biomass gasification process that leads to the by-products (e.g. SO2 and NOx) in the 
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syngas production, and this restricts the thermal efficiency of biomass used for the production of biofuel 
[ 6-8].  

To address above stated defects, engine waste heat technology is found as a promising alternative 
method of utilizing biomass, in which waste heat is used to offer the heat source to generate 
superheated steam that supplied to biomass gasifier as another gasifying agent along with air which 
leads to increase the percentage of hydrogen in the syngas produced after gasification [9].  In this 
regard, this paper aims to propose and investigate a new integrated system consists of air-steam 
biomass gasification producing the syngas supplied to HCCI engine as this has found as one of the 
most suitable applications because syngas rich in hydrogen has the characteristics of high flame speed, 
lower flammability limits, and low auto-ignition temperatures and hence this application results in 
increasing the utilization efficiency of biomass and in reducing the level of emissions. 

SYSTEM DESCRIPTION 

Air enters the compressor then part of compressed air goes to gasifier and rest enters the fuel vaporizer 
after passing through the regenerator.  Biomass at ambient conditions fed to the gasifier where it 
gasifies with superheat steam and compressed air and converts into the hydrogen enriched syngas. 
The syngas free from tar and char will then enters the fuel-air mixer where it mixes with the compressed 
and preheated air which enhances the intake temperature and energy content of the charge (fuel-air 
mixture) which enters the HCCI engine.  The charge first compressed then its combustion occurs at 
constant volume.  The combustion products after delivering the power goes to catalytic convertor whose 
exit at higher temperature enter the gas-turbine which generates power to drive the turbocharger. The 
turbine exhaust passes through the regenerator where it heats up the compressed air and then routed 
through the heat recovery steam generator (HRSG) which convert feed water into superheat steam, 
which is finally delivered to gasifier. 

 

Fig. 1. Schematic diagram of proposed system 

MATERIALS AND METHODS 

The global chemical reaction inside the fluidized bed gasifier during air-steam gasification process is 
described as follows 

Ca1Ha2Oa3Na4 + a5 (O2+3.76N2) + a6H2O = b1CH4 + b2 CO + b3 CO2 + b4H2+ b5H2O+ b6 N2 + btarC6H6 + 
bc (1-α)C                                                                                                                                               (1) 

The details of the model developed for the computation of syngas composition and the analysis 
conducted for the four selected biomass materials gasification can be found in the Ref. [10]. Further, 
the syngas majorly consists of H2, CO, and CH4 is supplied to fuel-air mixer employed before the HCCI 
engine to prepare the homogeneous mixture of fuel and oxidizer (compressed air). A detailed syngas 
combustion reaction mechanism used to simulate the HCCI engine is based on the methodology 
reported in the Ref. [11]. 
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The most common part of exergetic analysis is the physical exergy which deals with the processes 
having a constant chemical composition during transition from given state to restricted dead state and 
the physical exergy per unit mass of stream can be expressed as   

𝒆𝒑𝒉 = (𝒉 − 𝒉𝒐) − 𝑻𝒐(𝒔 − 𝒔𝒐)                                                                                                                  (2) 

The change in chemical composition of the working substance is associated with the processes of 
combustion and gasification, and therefore, the inclusion of chemical exergy has become the integral 
part of the exergetic evaluation for these two processes.  

Chemical exergy of a material stream is computed after employing the expression below 

�̅�𝒄𝒉,𝒎𝒊𝒙 = ∑𝒚
𝒊
�̅�𝒄𝒉,𝒊 + �̅�𝑻𝒐∑𝒚𝒊 𝒍𝒏𝒚𝒊                                (3) 

‘yi’ is the mole fraction of the mixture species and �̅�𝑐ℎ,𝑖 is tht standard chemical exergy of the mixture 

component per mole, and �̅� is the universal gas constant in kJ/kmol–K. 

The specific exergy of a flowing stream is the sum of physical and chemical exergy and it is given by 

𝑒𝑡𝑜𝑡𝑎𝑙 = 𝑒𝑝ℎ + 𝑒𝑐ℎ                                                                                                                                   (4) 

Further detail of exergy formulations developed and utilized to analyze the exergetic performance of a 
biomass gasifier and the syngas fuelled HCCI engine can be found in the Refs. [10, 12]. 

RESULTS AND DISCUSSION 

A thermodynamic equilibrium model was formulated in this work to simulate the characteristics of a 
biomass gasifier using the MATLAB Software [10]. Four biomass materials were considered; rubber 
seed, corn stalk, sawdust, and coconut shell. The impact of steam to feed ratio (SFR) and the 
equivalence ratio at gasifier (ERG) is investigated on the exergy and exergetic efficiency of gasifier. 
Furthermore, the impact of change in gasifier pressure is also examined on the exergetic efficiency of 
HCCI engine coupled with gasifier, and it was evaluated by employing the EES Software [12]. 

Fig. 2 shows a significant decline in the exergetic efficiency of gasifier with the increase of ERG. This 
is because increasing the equivalence ratio resulted in the decrease of the concentration of hydrogen 
in the syngas due to the increased partial combustion when increasing air, i.e., ERG. Since syngas 
exiting the gasifier carries both physical and chemical exergy, and the chemical exergy of hydrogen is 
highest among all other constituents of syngas, therefore, a reduction in the contents of hydrogen in the 
syngas decrease the exergetic output of gasifier and hence its exergetic efficiency reduces at higher 
ERG. Different types of biomass materials result different composition of syngas with distinct contents 
of hydrogen when used in the process of gasification. It is observed that promotion of ERG from 0.3 to 
0.6 in case of sawdust gasification results in declining the exergy efficiency of gasifier from 51% to 34% 
and in case of corn stalk it is declined from 45% to 30%.  

Fig. 3 shows a decrease in exergy efficiency of gasifier with the promotion of SFR. This is because 
promotion of SFR results in higher amounts of CH4. This observation was attributed to the decreased 
gasification temperature because of increased steam, hindering methane steam reforming and thus 
increasing the contents of CH4 in the syngas mixture. It is further argued that higher steam-to-feed ratios 
decreased the gasification temperature, which subsequently results in a decrease of carbon conversion 
efficiency. Increasing the concentration of methane compensate the reduction of exergy contents of 
syngas causes due to the decrease of carbon conversion efficiency but in sum increasing the SFR 
resulted in the decrease of the exergy accompanied by syngas mixture which is the exergetic output of 
gasifier. Moreover, the exergy of steam appears in the denominator of expression employed to 
determine the exergy efficiency of gasifier. Due to these two effects a gradual decline in exergy 
efficiency of gasifier is observed at the larger increase of SFR. Exergy efficiency of gasifier is influenced 
by change in type of biomass feed and it is noticed that when biomass feed is changed from sawdust 
to rubber seed, the exergy efficiency is decreased from 44.8% to 39.5%.  
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Fig. 2. Effect of gasification equivalence ratio at gasifier (ERG) on exergetic efficiency of gasifier. 

 

 

Fig. 3. Effect of steam to feed ratio (SFR) on exergetic efficiency of gasifier. 

 

Fig. 4 illustrates a relationship between the gasifier pressure and the exergy efficiency of HCCI engine 
which exhibits an upward trend. This occurs because of interplay between charge density and fuel-air 
mixing which increases if the syngas (fuel supplied to the engine) is produced at elevated pressure. 
This results in increasing the temperature of mixture inducted into the cylinder that in turn enhances the 
engine power output which is the exergetic output of the system proposed. In addition, as the gasifier 
pressure increased, concentration of H2 and CH4 in the syngas mixture increased which contributes in 
increasing the exergy of syngas supplied to HCCI engine and this in turn further increase the engine 
power output. Input to the system is the chemical exergy of biomass feed which is constant and 
therefore, due to increase in exergetic output of HCCI engine its exergy efficiency is increasing with the 
elevation of gasifier pressure.  

Fig. 5 shows fuel exergy supplied is destroyed, produced, and loss in the components of the system. 
Exergy destruction illustrates the internal exergy loss which can be computed in terms of the generation 
of entropy during the process of gasification and the process of HCCI combustion. Produced exergy is 
the exergy accompanied by syngas mixture and the HCCI engine output power. Exergy loss is the 
exergy accompanied by heat transfer to ambient due to difference of temperature between system 
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boundary and the environment. It is revealed that 41.72% fuel exergy is destroyed in the gasifier which 
is significantly high because oxidation and reduction reactions occur simultaneously during gasification 
which increases the entropy of resulting gases and hence the exergy destruction. HCCI engine cylinder 
attributes highest destruction of exergy of 47.73% and this originate mainly from the irreversible 
combustion process where entropy is generated via mixing, chemical reaction, and viscous dissipation. 
As a result, large potential can be achieved to enhance the system exergetic performance by 
decreasing the gasification and combustion losses. 

 

 

Fig. 4. Effect of gasifier pressure on exergetic efficiency of HCCI engine 

 

 

Fig. 5 Percentage of fuel (biomass) exergy distribution in the proposed system 

 

CONCLUSION 

Exergetic analysis of the process producing hydrogen rich syngas through air-steam gasification of 
biomass and its use in HCCI engine for sustainable transportation has been carried out. The system 
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performance is investigated as a function of equivalence ratio at gasifier, steam-to-feed ratio, and the 
gasifier pressure. Exergy efficiency of gasifier is found decreasing with increasing of gasification 
equivalence ratio and steam-to-biomass ratio. The increase of gasifier pressure involves an increase of 
exergy efficiency of HCCI engine due to enhanced temperature of fuel-air mixture inducted into cylinder 
as well as due to the increased concentration of hydrogen and methane in syngas mixture. Exergetic 
analysis identified HCCI engine and gasifier as the largest exergy destructive components 47.73% and 
41.72%, respectively, and it is concluded that by reducing losses in these components overall exergetic 
performance of the proposed system can be improved. Among all the four selected biomass feeds, 
HCCI engine fuelled by syngas produced through air-steam gasification of rubber seed offers the 
highest exergy efficiency. 
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ABSTRACT  

Hydrogen as an energy storage sector grapples with a pivotal challenge: the imperative to devise efficient 

hydrogen storage systems. Solid-state compounds such as metal hydrides (MH) emerge as a compelling 

solution among diverse hydrogen storage technologies, owing to their intrinsic safety attributes and 

superior hydrogen volumetric density. The limitation of MH lies in its gravimetric density, impeding its 

applicability in contexts involving mobility.  

This study optimizes the designed MH container featuring a gyroid structure and seamlessly integrates 

the reactor tank into the vehicle's frame and chassis. Subsequently, this design underwent analysis, 

employing finite element analysisnd computational fluid dynamics to evaluate mechanical properties, heat 

transfer capabilities, and the efficiency of hydrogen charging into the MH within the structure. Through 

topology optimization of solid isotropic material with the penalization method alongside chamber 

enlargement through wall offset grading, a 30% augmentation in chamber volume ensued, accompanied 

by a reduction in the material by nearly 50%. This profound transformation positively impacted the 

reactor's volumetric and gravimetric density. Despite a measurable reduction in strength, the geometry 

withstands prescribed mechanical shear loads. The structure also exhibited displacement measuring 

below 0.2 mm, rendering it suitable for components such as vehicle frames or chassis. Notably, the 

optimized structure showcased a promising enhancement in the rate of hydrogen charging. 

Keywords: Hydrogen Storage, Metal Hydride, Heat Exchanger, Topology Optimisation, Triply Periodic 

Minimal Surface. 

 

INTRODUCTION 

Energy utilities are critical to the shift to sustainable energy sources, assisting with energy security 

efforts and lowering carbon emissions. Because of its lower greenhouse gas emissions and numerous 

basic sources, hydrogen appears as a possible alternative energy carrier as countries aim for 

aggressive CO2 emission reductions[1]. It offers a compelling alternative for the next generation of 

automobile and stationary sectors by combustion [2]. However, hydrogen's low volumetric energy 

density in comparison to other gases creates a storage problem. Metal hydride (MH) technology is 

considered promising for stationary hydrogen storage, but its low gravimetric hydrogen density causes 

problems in the mobility industry. MH is produced from a metal complex that is undergoing hydrogen 

sorption[3]. Just before hydrogen pressure and concentration begin to grow, a solid solution of metal 

(phase) forms[4]. This reaction can be expressed as Eq(1). 

𝑀 + 
𝑥

2
𝐻2 ↔ 𝑀𝐻𝑥 +𝐻𝑒𝑎𝑡 (1) 

Because of its high hydrogen density per unit volume and safe operating circumstances, MH technology 

offers potential hydrogen storage possibilities. However, due to its low hydrogen density per unit mass 

and slow charging and discharging speeds, its use in mobile applications is limited. To address this 

limitation, one possible solution is to miniaturize and lighten MH reactors and incorporate them into the 

frame of mobile applications, similar to how lithium batteries are integrated into electric automobiles.  

Open-cell porous structures like triply periodic minimal surface (TPMS) structures, on the other hand, 

have been widely researched for their potential application in the development of bone implants and 

scaffolds [5]. The TPMS shape is defined by equations that characterize the position of a surface, 

allowing for the examination of various mathematical functions to improve mechanical qualities while 
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preserving a high level of porosity. The permeability of TPMS structures promotes bone development 

and remodeling. TPMS constructions, particularly the gyroid, have been found to have lower levels of 

stress concentration under compression load when compared to other grid-based lattice [6] 

TPMS can be created by arranging mathematically restricted cell shapes asymmetrically in 3D space. 

These geometries are distinguished by two interlaced networks of spaces with zero-mean curvature. 

As a result, they have received extensive research for their potential application in heat exchangers, 

where they have been shown to improve turbulence and heat transfer[7]. TPMS has been cataloged in 

several forms, including schwartz-p and schoen gyroid, with gyroid have been found effective as metal 

hydride hydrogen storage containers [8]. 

METHODS 

By optimizing the densities of the elements in a given design domain, the TO method used in this study 

aims to minimize the volume of the final gyroid structure while meeting stress and displacement 

constraints. As stated in Eq(2-3), this density optimization serves as a guide for where to reduce volume. 

{
 
 
 
 

 
 
 
 Find ρ = (ρ1ρ2⋯ρn)

T

Min V =∑ρivi

n

i=1

S. t.

{
 

 
F = Ku
u ≤ u′

σ ≤ σ′

0 ≤ ρmin ≤ ρi ≤ ρmax

 (2) 

Ei = ρi
pE0 

(3) 

Where p is the given design space, V is the gyroid solid volume, F is the given load, K is the global 

stiffness matrix, u and u' are the global displacement and displacement constraint, is the von Mises 

stress vector, and is the stress constraint. When calculating equilibrium, the optimization objectives use 

the SIMP method (Wu et al., 2021) to define the density so that it can range from 0 to 1 while maintaining 

a minimum lower bound of min = 0.001. Furthermore, a penalization power parameter (p) greater than 

one is introduced; in this study, we use three as the penalization power parameter to increase the 

resolution of the generated TOed structure. The simple case of a bending problem with a surface load 

of 5,000N on one face and fixed on the opposite face is used in this study, as shown in Figure 1a. Figure 

1a also depicts the 5,030,023 cells used in the TO method. The optimized structure's generated model 

is used as a scalar function datapoint, and a TPMS gyroid structure thickens the wall based on the 

density map, as depicted in Figure 1b, with detailed thickness difference observed in Figure 1c. This 

thickness reduction creates a reactor that has  49% less material than non-TED. 

Fig. 1 Visualisation of (A) case studies (B) TO result that overlap with gyroid wall, and (C)zoomed view of 

differences in wall thickness. 

 

The governing equation is used to simulate the sorption kinetics of hydrogen in the LaNi5 bed. It includes 

the volume-averaged energy balance equation, volume-averaged mass balance equation, and reaction 

kinetics of MH. The energy balance equation is expressed with the following equation. 

(𝜌cp)eff
𝜕T

𝜕t
=

𝜕

𝜕x
(keff

𝜕𝑇

𝜕x
)+

𝜕

𝜕y
(keff

𝜕𝑇

𝜕y
)+

𝜕

𝜕z
(keff

𝜕𝑇

𝜕z
)− (1 − 휀)ṁ ∆H    (4) 

Where (𝜌cp)eff is expressed with: 
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(𝜌cp)eff = 휀(𝜌cp)gas +
(1 − 휀)(𝜌cp)mh    (5) 

And keff is defined with: 

keff = 휀 kgas + (1 − 휀) kmh    (6) 

Mass balance then can be expressed with: 

(휀)
𝜕𝜌

𝜕t
= ṁ + (1 − 휀)

𝜕

𝜕x
(𝐷

𝜕𝜌

𝜕x
)+ (1 − 휀)

𝜕

𝜕y
(𝐷

𝜕𝜌

𝜕y
)+ (1 − 휀)

𝜕

𝜕z
(𝐷

𝜕𝜌

𝜕z
)    (7) 

Where 𝜌 , 𝐷 , and 휀  are the density, mass diffusion coefficient, and porosity of MH, respectively, ṁ 

represent hydrogen mass absorbed to MH. Diffusion coefficient 𝐷 can be expressed as: 

𝐷 = 𝐷𝑜exp (
−Ha

kB𝑇
)    (8) 

With 𝐷𝑜 , kB , and Ha  is the pre-exponential factor, Boltzmann constant, and activation energy 

respectively and 𝑇 as temperature. Next, the hydrogen mass rate during absorption per volume can 

expressed with 

ṁa = 𝐶aexp (
−𝐸a

RT
) ln (

𝑃

𝑃eq
) (𝜌

sat
− 𝜌

t,a
)    (9) 

𝜌
sat

  and 𝜌
t,a

  is saturated and empty density of MH 𝐿𝑎𝑁𝑖5 . 𝑃eq  is pressure equilibrium (Vant Hoff 

equation)  

ln(𝑃eq) = 𝐴 −
𝐵

𝑇
    (10) 

A and B denotes Vant Hoff constant. The heat exchanger introduced in the system, coolant at constant 

flow rate are governed by energy balance equation of 

(𝜌cp)f
𝜕Tf
𝜕t
+ (𝜌cp)f u⃗⃗

  gradTf = div(kf gradTf)    (11) 

Initially, the MH pressure, density, and temperature are considered to be constant. 

𝑇 = 𝑇o,  𝜌 = 𝜌o,  𝑃 = 𝑃o    

 𝒖𝒙 = 𝒖𝒚 = 𝟎, 𝒖𝒛 = 𝒖𝒊𝒏, 𝑻 = 𝑻𝒊𝒏         (12)  

  

RESULTS AND DISCUSSION 

3D geometry of the TPMS gyroid MH chamber extracted from the reactor that has been topology 

optimized is imported as a CAD IGES file into COMSOL Multiphysics. Global parameters and variables' 

expression of thermophysical for sorption kinetics are set according to Table 1. The study involves three 

physics component, mass balance, energy balance, and reaction kinetics with time dependent study 

was selected to investigate the time variation of the reaction. Due to comparison of mesh from normal, 

to fine to extra fine, fine and extra fine mesh result shows no differences, but the computational time 

was increased significantly for the extra fine mesh, the fine setting of the mesh is used for this study.  
 
Table 1. LaNi5 properties 

No  Parameters Value 

1. Density, 𝜌 (kg m−3) 8200 

2. Specific heat, 𝑐𝑝  (J kg
−1 K−1) 419 

3. Thermal conductivity, 

k (W m−1 K−1) 

2.4 

4. Porosity, ε (−) 0.5 

5. Van't Hoff constants used in 
Eq. (3.8), A (−),  
 

                                                                          B (K) 

12.99 
3704.59 

6. Plateau slope, α (−) 0.038 

7. Hysteresis factor, β (−) 0.137 

8. Initial concentration of MH 

bed, c0 (mol m
−3) 

18981.6 

9. Activation energy ‒ 

Absorption, Ea (J mol
−1) 

21170 

10. Activation energy ‒ 

Desorption, Ed (J mol
−1) 

16450 

 

 
Fig.2 Numerical model and experimental 

study validation 
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Numerical simulation study is validated against existing experimental data to validate the model. Singh et.al [9] 

measured the concentration of MH bed from their model and reacted with hydrogen supply at 15 bar. The 

comparison in Fig.2 shows that the mathematical model represents the experiment result with the same parameter 

with the deviation that is assumed caused by the assumption that is being made. The simulation uses a heat 

transfer coefficient to simulate the cooling condition of 100 
𝑊

𝑚2𝐾
 to simulate forced convection with water. 

 
Fig.3 Hydrogen fraction heatmap over time during charging of different values of offset on MH bed chamber 

 

To study the effect of grading the gyroid chamber size, three different chamber size is prepared by increasing the 

size of the wall offset from the centre. By increasing the wall offset, the MH chamber size is increased, and fluid 

chamber for cooling and heating the MH is reduced. During charging, it can be seen in Fig. 3 and Fig. 4(left) that 

the non-offset could reach full hydrogen saturation faster than the 2mm and 4mm offsets. This indicates that the 

size of the chamber affects the charging time. However, the capacity of hydrogen that can be stored is also 

considerably better by increasing the offset size of the chamber.  

                      
Fig. 4 Hydrogen fraction over time (Left) and maximum hydrogen capacity of each reactor with different chamber offset (Right) 
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CONCLUSIONS 

A reactor containing MH used in hydrogen storage has been generated using the TO method to improve the capacity 

and reduce the overall reactor volume. The result of the TO generates a structure that can withstand specific loads 

given during the early stage of design. In this study, the reactor could withstand 5.000 N of bending case while 

reducing the material by almost 50%. Furthermore, with the use of a mathematical model that has been verified by 

an existing experiment, the kinetics of hydrogen absorption on the Lani5 MH bed with TPMS gyroid under various 

graded chamber sizes have been numerically examined. The outcome demonstrates a measurable absorption 

decrease in charging rate; however, the overall capacity of hydrogen was as good as 30% before becoming unusable 

due to the missing of another chamber for heat transfer fluid. The current technology availability (additive 

manufacturing), which is capable of producing a high-strength structure, is good in heat transfer and has multiple 

chambers, are the major benefits that the TPMS gyroid has. Additionally, given the performance headroom of the 

present bed reactor, the current analysis might be used to develop a better reactor design for storing hydrogen safely 

in the mobility sector.  
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ABSTRACT  

This study focuses on the impact of particle geometry on the properties of porous materials that are crucial to 

electrochemical devices, such as batteries, electrolysis and fuel cells. There are numerous studies on the properties, 

but there is little focus on what factor influences these properties and to what extent. Three-dimensional (3D) models 

with different particle geometry that mimic porous granular with spherical particles and fibrous materials, which are 

generally utilized for fuel cells, are developed. The particle geometry is as follows: sphere and cylinders with different 

height-to-diameter ratios of 0.1, 0.5, 1.0, 2.5, 5.0, and 10. Each model exhibits a 43.5 ± 0.8% porosity, and its 

particle’s volume follows the Gaussian distribution. Through the models, binarized 3D models corresponding to each 

model have been generated. They consist of 0 or 1 in 400×400×400 voxels; thus, they are four-dimensional matrixes. 

Porosity, internal surface area, and tortuosity and chord length of solid and pore phases are figured out and analyzed 

by utilizing the binarized 3D models and specially written source codes. It is found that specific correlations exhibit 

Pearson correlation coefficients higher than 0.975 between the particle’s sphericity and the internal surface area and 

chord lengths of solid and pore phases.   

Keywords: Porous material, particle sphericity, surface area, chord length, electrochemical devices. 

INTRODUCTION 

 Electrochemical devices including electrolysis and fuel cells play key roles in shifting toward hydrogen 

society. In these electrochemical devices, porous materials are underlying component to determine behaviors of 

fluid and resulting electrochemical dynamics. The virtues that they should exhibit are the optimized values for 

porosity, pore size, high specific surface area, and pore morphology for efficient hydrogen production and 

utilization.  

 The porosity is treated as the most basic index; thus, it is a control factor herein. The underlying three 

indexes (i.e., porosity, specific surface area, and pore size), however, are hard to be measured. For this, several 

complicated procedures are required, such as gas adsorption method (BET) and mercury intrusion method [1–3]. 

 The pore morphology among the indexes describes pore shape, interconnection, strut, and well and 

exhibit even more significant impact than pore size [1,4]. Also, this concept can include the morphology of solid 

phase, and both phases’ morphology is closely related. Therefore, we can investigate the effects of the 

morphology by adjusting particle geometry which organizes entire porous material. In polymer electrolyte 

membrane fuel cells, powder-based microporous layer and fiber-based gas diffusion backing layer have totally 

different particle geometry, sphere and cylinder. The morphology is highly likely to affect significantly other indexes 

or performance of porous material, but other works on particle geometry is almost non-existent in related to fuel 

cells. 

 We investigated the correlation between particle geometry and internal surface area, chord length that 

representative of pore and grain size, and tortuosity under uniform porosity. It is found that there is significant 

correlation between particle sphericity and porous material properties including internal surface area, chord length 

of solid and pore phases. The result of the present study can be helpful for understanding and optimizing porous 

material in electrochemical devices because particle geometry is one of the easiest factors to measure. 
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Fig. 1. (a) The process for generating porous materials with different particle geometry, (1) emerging individual rigid particles, 
(2) forming entire porous material, (3) cutting edges for isotropy, (4) after eliminating the edges, (5) slicing, and (6) the unit 
sample for analysis and (b) a rendered image of individual particles.   
 

METHODOLOGY 

Generation There-dimensional (3D) Models of Porous Materials  

3D models were made by packing spheres and cylinders in a regular hexahedron. The diameter-to-height 

ratios are differed to 0.1, 0.5, 1.0, 2.5, 5.0, and 10. Each model possesses 3,776 particles with uniform volume 

distribution of particles. The distribution is according to Gaussian distribution with 5 discrete volumes. Fig. 1 

demonstrates the process for generating the 3D models and their particle rendering. Since the particles were 

generated as rigid body, the overlapping volume between the particles can be negligible.  

Generation Binarized Models via the 3D models 

The porosity herein is measured by voxel-based method. The 3D models were transformed to 400×400×400 

matrixes with each value of 0 (pore) or 1 (solid), it is noted as binarized models. Since the number of coordinates (or 

voxels) is 6.4e7, the discrimination procedure to distinguish whether each coordinate is in particle or in pore was 

performed via parallel computing toolbox in MATLAB. The porosity, internal surface area, tortuosity, and chord length 

for both phases were figured out via the binarized models. The internal surface area and chord length can be 

delivered by one procedure, since the surface area is directly discovered by the number of chords. In addition, 

external source codes to discover the distance of two cylinders in 3D space and tortuosity distribution were employed 

[5,6]. 

 

Table 1 Summary of the results and Pearson correlations with sphericity 

  Sphere L/D = 0.1 L/D = 0.5 L/D = 1.0 L/D = 2.5 L/D = 5.0 L/D =  10 

Sphericity of Particles 1.0 0.471 0.825 0.874 0.805 0.697 0.579 

Porosity (%) 43.02 43.67 43.27 42.95 43.75 44.25 45.49 

Specific Internal Surface 
Area (L2/L3) 

27.81 51.95 31.30 30.10 33.39 40.58 44.25 

 
Correlation with 

Sphericity 
y = 191.96*exp(-0.985*x), 

R2 = 0.9776 

Average 
Chord 

Length (L) 

Solid 0.140 0.085 0.127 0.134 0.121 0.105 0.095 

Pore 0.106 0.066 0.099 0.099 0.093 0.082 0.079 

 
Correlation with 

Sphericity 
y = 0.1131*x + 0.0304, R2 = 0.9732 (solid phase) 
y = 0.0751*x + 0.0329, R2 = 0.9586 (pore phase) 

Effective 
Tortuosity 

Solid 1.422 1.287 1.287 1.306 1.332 1.369 1.334 

Pore 1.143 1.327 1.205 1.186 1.168 1.175 1.185 
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Fig. 2. The correlations between the sphericity and the properties of (a) internal surface area, and (b) average chord lengths 
of solid and pore phases  

 

RESULTS AND DISCUSSION 

 The 3D model with spherical particles can mimic granular material based on powder which is prevalent 

in reality. And the 3D model with cylindrical particle of high height-to-diameter ratio can show behaviors of fibrous 

materials or provide clues for the generalization by exhibiting intermediate characteristics between that of granular 

and fibrous materials. All the models have similar porosity and particle volume distribution; thus, we can generalize 

behaviors of porous materials by solely particle geometry which is an easy-to-know factor.  

Table 1 summarizes the properties (i.e., porosity, specific internal surface area, average chord length, 

and effective tortuosity) of the models. Again, the models herein exhibit negligible overlapping volume between 

particles, the surface area is directly related to the surface area of individual particles. High surface area leads to 

high electrochemical active area for hydrogen production and utilization; thus, prediction of surface area is 

important for manufacturing. The average chord length for solid and pore phases demonstrates the almost same 

tendency, and they show strong correlation with sphericity. The sphericity, ϕ, is expressed as the following 

equation (1). 

ϕ =
𝜋1/3(6𝑉)2/3

𝑆
                                                      (1) 

𝑉 is particle volume, and 𝑆 is its surface area. For tortuosity, there is no significant correlation with the sphericity. 

For solid phase, the model with spheres exhibits the highest tortuosity and it may imply inefficient conduction for 

heat and electricity.  On the other hand, the same model also shows the lowest pore tortuosity, and it means that 

fluid (e.g., air, vapor, and water) can easy to pass through the model. Fig. 2 demonstrates the relationship between 

the sphericity and the properties. Based on this, proper prediction can be made for porous material in 

electrochemical devices 

 

CONCLUSION 

It is confirmed that significant correlations certain properties (i.e., specific surface and chord length) 

between particle’s sphericity are exist. By this, precise predictions may be made for more superficial but truly 

important characteristics such as permeability, diffusivity, and conductivity. They can provide comprehensive 

understanding and sophisticated application of porous materials.  
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ABSTRACT  

In the context of the global energy transition and the imperative of sustainable development, anaerobic digestion of 
organic waste for biogas recovery presents a compelling alternative. This study aims to develop a robust predictive 
model for estimating biogas and methane production from organic waste employing advanced optimization 
techniques. The modified Gompertz model is adopted to characterize the kinetics of biogas production. Parameters 
optimization of the modified Gompertz model are achieved through the application of the Particle Swarm 
Optimization algorithm (PSO). To support this research, a comprehensive database sourced from relevant literature 
is assembled, enabling the creation of predictive models for biogas and methane production. Specifically, this study 
encompasses the mono-anaerobic digestion of cow and chicken manure, as well as the co-anaerobic digestion of 
chicken manure blended with sawdust and wheat straw. 

Keywords: Biogas, Methane, Anaerobic digestion, Modified Gompertz model, PSO algorithm. 

INTRODUCTION 

The growth of the world population and economic expansion has led to the issue of waste production, where 
approximately 1.9 billion tone of solid waste were generated in 2015, with 50% being organic waste [1]. Anaerobic 
digestion (AD) or methanization is one of the options for the energy valorization principle of organic waste, a well-
established and effective biological process that involves the production of biogas as a renewable energy source. 
However, the production of biogas through such a practice is complex and relies on the interplay of several factors, 
including changes in operational parameters and monitoring. Understanding the dynamics of these processes is 
crucial before scaling up AD. Many researchers have focused their attention on and dedicated significant effort to 
the mathematical modeling of anaerobic digestion. Among the anaerobic digestion models, the Gompertz model 
has been widely explored in the literature. The kinetic model, and its modified version, have been employed to 
predict cumulative biogas generation and methane production from various organic waste materials. Matheri et 
al. [2] applied a modified Gompertz model to establish a relationship concerning biogas generation from pig waste 
through anaerobic digestion. They demonstrated that the optimal temperature for the digestion process is 37°C. 
In another research, Deepanraj et al. [3] determined that the Gompertz model outperformed the logistic model in 
characterizing the kinetic process involved in biogas production from anaerobic digestion of food waste. Zhu, H. 
et al. [4] utilized the Gompertz model to investigate biogas production resulting from the co-digestion of pig manure 
and deceased pigs at average temperatures. The obtained results from their model indicated that when the 
fraction of deceased pigs was under 9%, the anaerobic digestion process was effective, exhibiting a brief lag 

period and achieving a high rate of raw material utilization. Furthermore, Hansen, B. et al., 2020 [5] explored the 

integration of machine learning methodologies with the Gompertz model to enhance the accuracy of biogas 
production prediction, highlighting the potential to improve the precision of models predicting biogas production. 
The results indicated that the combined model reduced prediction errors by 53% when predicting the methane 
production one day in advance. Moreover, Lim et al., 2021[6] demonstrated the suitability of both the modified 
Gompertz model and logistic-function model in effectively fitting experimental data concerning biogas production 
from palm oil. Ourradi et al., 2022 [7] demonstrated the accurateness of the Gompertz model in fitting the 

experimental data for biogas and methane production from date seed showing a correlation coefficient of 0.9331. 
Ben khedher et al., 2022 [8] employed first order, Gompertz and surface-based models to perform kinetic modeling 
for the description of anaerobic digestion process of date palm wastes. The results showed that the Gompertz 
model presented the best fit with the experimental data with a maximum deviation of 6%.  
Reported literature indicates the effectiveness of employing the Gompertz model for predicting the kinetics of 
anaerobic digestion processes across diverse waste materials. To the best of our knowledge, there is an absence 
of reported instances in the literature where the modified Gompertz equation, in conjunction with a particle swarm 
optimization algorithm, has been utilized to forecast biogas and methane production specifically from the 
anaerobic digestion of chicken manure with sawdust and wheat straw. 
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The aim of this work is to develop a hybrid kinetic model based on the modified Gompertz equation to predict 
cumulative biogas and methane yield. To enhance predictive accuracy, a particle swarm optimization algorithm 
(PSO) was integrated with the aforementioned model to optimize kinetic parameters. The effectiveness of the 
proposed model is assessed through statistical performance indicators, specifically the coefficient of 
determination (R²) and root mean square error (RMSE), demonstrating the efficacy of the introduced approach. 

MODELING AND METHODS 

Gampertz modified modeling 

There are numerous kinetic models dedicated to AD (Anaerobic Digestion). In general, four types of models can be 

distinguished. The first-order kinetic model is the simplest and most widely used in anaerobic digestion modeling. It 

is presented by equation (1) as follows: 

𝐺(𝑡) = 𝐺0 × (1 − 𝑒
(−𝐾𝑡))          (1) 

 

The Gompertz model, which was originally based on an exponential relationship between a specific growth rate and 
population density. Gibson et al. [9] modified the Gompertz model to a function that describes cell density during 
bacterial growth in terms of exponential growth rate and the duration of the lag phase. The function is presented by 
equation (2) below: 

𝐺(𝑡) = 𝐺0. 𝑒𝑥𝑝 {−𝑒𝑥𝑝 [
𝑅𝑚𝑎𝑥.𝑒

𝐺0
(𝜆 − 𝑡) + 1]}       (2) 

 

The development of the model for predicting biogas and methane production was carried out in MATLAB. 

Experimental data on biogas and methane (CH4) production obtained from the literature [10-14] have been modelled 

using the modified Gompertz equation identified by equation (2). This equation allows obtaining important digestion 

parameters (lag phase, specific biogas/methane production, and maximum cumulative biogas/methane production). 

The equation has been identified as a good empirical model for nonlinear regression and used to simulate the 

methane accumulation. 

To assess the performance and validate the developed model for biogas and methane prediction, the Root Mean 

Square Error (RMSE) and the coefficient of determination (R²) have been used, as presented follow: 

 

𝑅𝑀𝑆𝐸𝑒𝑟𝑟
𝑓 = √

∑(𝐸𝑖−𝑃𝑖)
2

𝑁∑𝐸𝑖
2           (3) 

 

𝑅2 = 1 −
∑ (𝐸𝑖−𝑃𝑖)²
𝑛
𝑖=1

∑ (𝐸𝑖−𝑃�̅�)²
𝑛
𝑖=1

          (4) 

 

Optimization of the kinetic parameters of the modified Gompertz equation-PSO 

The optimization of the kinetic parameters of the developed model aims to adjust the values of various parameters 

(G₀, Rₘₐₓ, and λ) to minimize the error and achieve the best possible prediction of experiments while maintaining a 

correct description of the involved reaction mechanisms.  
The objective function to minimize during this operation is the RMSE defined in the equation (4). 

In the field of anaerobic digestion, optimizing biogas production from agricultural waste using PSO (Particle Swarm 

Optimization) has yielded the best results compared to other evolutionary methods. The method remained stable 

during changes in the number of parameters [15]. 
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Fig. 1. Optimization algorithm-PSO 

Data set 

To develop the proposed model for predicting the cumulative production of biogas and methane from the mono-

anaerobic digestion of cow and chicken manure, as well as the anaerobic co-digestion of chicken manure with a 

mixture of wood sawdust and wheat straw, a database of various experiments from previously published works was 

created. 
Experimental data for mono-digestion was obtained from the work of Gopi Krishna Kafle et al., [16]. Five types of 

manure, including chicken and cow manure, were used to assess the biogas and methane production potential. The 

experiments have been conducted in a laboratory-scale batch digester at mesophilic temperatures (35-37°C). For 

experimental data on co-digestion, they were obtained from the work of Darja Pecar et al., [17]. A mixture of chicken 

manure with wood sawdust and wheat straw at different mass ratios (50:50, 60:40, and 80:20) have been used as 

substrates for anaerobic digestion. The experiments has been carried out at three temperature levels (35, 40, and 

45°C). 

 

RESULTS AND DISCUSSION 

Mono-digestion 

Using the kinetic parameters optimized by PSO, the fitted curves of biogas and methane production from the mono-

anaerobic digestion of cow and chicken manure are presented in figure 2 (a) and (b), and figure 3 (a) and (b), 

respectively. 

The presented results showed a good fit to the experimental data at all phases using the modified Gompertz model 

optimized by PSO, indicating that the Gompertz equation accurately followed the temporal trend of cumulative biogas 

and methane production. The RMSE value determined for the cumulative production of biogas and methane from 

anaerobic digestion of chicken manure is 0.7819 and 0.6021, respectively. 

For the cumulative production of biogas and methane from the anaerobic digestion of cow manure, the determined 

RMSE value is 0.8331 and 0.7253, respectively. It is evident that there is a very small difference between the 

experimental values and the values predicted by the model, but the RMSE values are close to 0, indicating that the 

model is well-suited to describe the kinetics of biogas and methane production from anaerobic digestion of poultry 

and cow manure. 
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Fig. 2. Cumulative biogas (a) and methane (b) volume from bovine manure 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Cumulative biogas (a) and methane (b) volume from chicken manure. 
 

Co-digestion  

The fitted curves of biogas and methane production from the co-digestion of chicken manure and straw for the ratios 

80:20, 60:40, and 50:50 are presented in figure 4 (a) and (b), and figure 5 (a) and (b), as well as figure 6 (a) and (b), 

respectively. 
The presented results showed good agreement with the experimental data at all phases using the modified 

Gompertz model optimized by PSO. The average RMSE values determined for the cumulative production of biogas 

from the anaerobic co-digestion of chicken manure and straw for the three ratios 80:20, 60:40, and 50:50 are 2.9660, 

4.6872, and 2.1887, respectively. The RMSE values for methane are 0.1144, 0.1299, and 0.1026, respectively. 

The results indicate that the model is well-suited to describe the kinetics of methane production from the anaerobic 

co-digestion of chicken manure and straw. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Cumulative biogas (a) and methane (b) volume of the mixture (80:20) 
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Fig. 5. Cumulative biogas (a) and methane (b) volume of the mixture (60:40) 

 
 
 

 

 

 

 

 

 

 

 

 
 

Fig. 6. Cumulative biogas (a) and methane (b) volume of the mixture (50:50) 
 

CONCLUSIONS 

In the current context of increasing waste production, the anaerobic digestion and the valorization of the produced 

biogas, appear as sustainable solutions for waste treatment in the spirit of development. The aim of this work is the 

prediction of the production of the biogas and the methane in the anaerobic digestion of cow and chicken manure. 

The biogas production kinetics has been modeled using a modified Gompertz model. This model has been 

developed based on waste characteristics to facilitate techno-economic studies (maximizing efficiency and economic 

benefits, stabilizing the AD process, and minimizing costs) or the sizing of a methanization unit at the farm level. A 

good agreement between this model and experimental data was achieved. Temperature has a proportional influence 

on methane production kinetics. On the other hand, increasing the biogas volume obtained by adding co-substrates 

to AD supports the use of co-digestion as a tool for optimizing energy production. 

 
NOMENCLATURE  

G Cumulative yield of biogas/methane at digestion time, ml/g VS 

G0  Biogas/methane potential of the substrate, ml/g VS 

K Rate constant of biogas/methane production 
t Digestion time, days 
Rmax Maximal rate of biogas/methane production, ml/g VS 
 

Greek Letters 

𝜆  Lag time, days 
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ABSTRACT  

Hydrogen is a valuable source of energy that can effectively replace fossil fuels. Its combustion mainly yields water, 
setting it apart from conventional fuels and rendering it a crucial asset for a more sustainable energy future. However, 
advancements in the utilization of hydrogen fuels remain restricted by the development of efficient storage 
technologies. In this context, bicarbonates represent a safe and efficient material that can store hydrogen using a 
catalyst to produce formate, which is well-known for its high storage capacity. Solvay processes produce sodium 
bicarbonate through the reaction of reject brine and CO2, providing a pathway for producing an economically 
attractive product while simultaneously mitigating two major environmental threats. This work reports a systematic 
techno-economic assessment of the conventional and Ca(OH)2 modified Solvay processes. The model evaluates 
the effect of varying the brine salinity, temperature, and pressure on the CO2 and Sodium ions removal and 
bicarbonate production. In addition, the process cost associated with each parameter and the effect of carbon tax 
on the process profitability were analyzed. The results indicate that varying brine characteristics influence sodium 
removal, CO2 removal, bicarbonate production, and process profitability. Moreover, the amount of Ca(OH)2 obtained 
via the modified Solvay was found to be economically feasible, as it generated a satisfactory annual profit even 
without the implementation of any carbon tax. However, after the implementation of 40 $/tonne CO2 as a carbon tax, 
the conventional Solvay process was found to break even.  

Keywords: Techno-economic, Solvay, modified Solvay, bicarbonates. 

INTRODUCTION 

The escalating levels of carbon dioxide (CO2) concentration in the atmosphere as a consequence of fossil fuel 
combustion for energy production pose a major environmental threat. Besides, the continuous consumption of non-
renewable energy sources, considering the current energy demand causes resources’ depletion that threatens the 
life quality of future generations.  In this context, the utilization of green energy sources is a critical matter for a more 
sustainable energy and eco-friendly future. Hydrogen is a valuable energy source that can replace fossil fuels. Unlike 
fossil fuels, its combustion produces water only. Despite that, its application is limited because of inefficient hydrogen 
storage technologies. The current storage materials including alanates, ammonia, and amides are limited by the 
need of complex thermal management during hydrogenation and de-hydrogenation, toxicity, and corrosivity [1].   

The Solvay process involves the reaction of reject brin with CO2 to produce sodium bicarbonate (NaHCO3) [5]. This 
process produces economically attractive product that can be used for hydrogen storage while simultaneously 
mitigating two of the major environmental threats. Bicarbonates represent a safe and efficient material that can store 
hydrogen in the presence of a catalyst to produce formate. Formate is known for its high storage capacity, good 
stability, and non-corrosivity [1, 4]. It is worth mentioning that the conventional Solvay process involves the reaction 
of reject brin with CO2 in the presence of ammonia (NH3) producing NaHCO3. The reaction is followed by NH3 
recovery, which is an energy-intensive process to be introduced back to the reaction. This process was modified by 
El-Naas [2] in which NH3 was replaced by Ca(OH)2 and the recovery unit was eliminated. The reaction of 
conventional and modified solvay are expressed by Equations (1) and (2), respectively.  

𝑁𝑎𝐶𝑙 + 𝑁𝐻3 + 𝐶𝑂2 + 𝐻2𝑂 ↔ 𝑁𝑎𝐻𝐶𝑂3 + 𝑁𝐻4𝐶𝑙                                                                                   (1) 

2𝑁𝑎𝐶𝑙 + 2𝐶𝑂2 + 𝐶𝑎(𝑂𝐻)2 ↔ 2𝑁𝑎𝐻𝐶𝑂3 + 𝐶𝑎𝐶𝑙2                                                                                   (2) 

This study represents a techno-economic analysis for both the conventional and the Ca(OH)2 modified Solvay 
processes. The study is the first to assess the influence of the brine characteristics in terms of temperature, pressure 
and salinity on the process performance and economic feasibility for NaHCO3 production. Furthermore, the influence 
of carbon tax implementation on the economic feasibility of the processes at different salinities was investigated.  
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METHODS  

The conventional and Ca(OH)2 modified Solvay process were compared by constructing the material and energy 
balances, assuming a steady state process for each case. The extent of the reaction was calculated according to 
the Equation (3) below.  

휀 =
𝐶𝐿𝑀−((1−𝐹𝐶)∗𝐶𝐿𝑀))

𝜈𝑖
                                                                                                                              (3) 

Where 𝐶𝐿𝑀 is the concentration of the limiting reactant in molar/min, FC is the fractional conversion, and 𝜈𝑖 is the 

limiting reactant stoichiometry.  

Table 1 outlines the process parameter used in this study. Besides, the equipment lifetime was assumed to be 20 
years. It should be noted that since the process operates at ambient conditions, pumps were the only units that 
requires energy. However, the energy cost associated with pumps was neglected in this study since it was found 
to be quite similar for both process. Moreover, for the conventional Solvay case, the ammonia recovery unit is 
energy intensive, but the cost of ammonia considered in the calculations compensated for the energy 
requirements. In addition, all gas streams were assumed to be ideal gas with molecular weight corresponds to 29 
g/mol. The flow rate of the gas stream was calculated based on 100 gas to liquid ratio. Table 2 shows the cost of 
chemicals that were utilized. The final profit equation as shown below.  

Profit (
$

yr
) = Revenues (

$

yr
) − Cost of equipment (

$

yr
) − Cost of chemicals (

$

yr
)                                    (4) 

The profit ($/yr) was converted to $/m3 of brine through the equation below.  

𝑃𝑟𝑜𝑓𝑖𝑡 (
$

𝑚3) =
𝑃𝑟𝑜𝑓𝑖𝑡 (

$

𝑦𝑟
)𝑥

1 𝑦𝑟

 525600 𝑚𝑖𝑛
𝑥ṁ(

𝑘𝑔

min
)

⍴(
𝑘𝑔

𝑚3
)

                                                                                             (5) 

Table 2. List of process parameters. 

Process/Parameter 
Regent 
inlet Ratio 

Reagent 
wt% 

Reactor type/ 
conversion (C) 

NH3 recovery reactor 

Fractional 
conversion 

Molar ratio 

Conventional  

Mass flow 
ratio 
0.03 NH3: 
NaCl 

25% 
Bubble reactor, 
C=0.86 

1 

Molar ratio 
of 
2 Ca(OH)2: 
NH4Cl 

Ca(OH)2 modified 
Solvay  

Molar ratio 
0.3 
Ca(OH)2: 
NaCl 

2% 
Inert-particles spouted 
bed reactor (IPSBR), 
C=0.6 

- - 

 

Table 2. Chemicals cost.  

 

 

 

 

The temperature, pressure, and salinity were correlated with the brine density through the model suggested by 

[3]. The calculations of the brine density in term of temperature, pressure and salinity were carried out via MATLAB 

[6], whereby the density correlations with respect to temperature, salinity and pressure was taken from [3]. 

RESULTS AND DISCUSSION 

Figure 1 shows the effect of brine temperature, pressure and salinity on conventional Solvay removal capability 
and the respective economic feasibility. The increase in brine temperature elevates the Inert-particles spouted 
bed reactor (IPSBR) temperature, thereby, its conversion is reduced considerably. As shown in Figure 1a, as the 
brine temperature increases from 20 ℃ to 40 ℃, both CO2, and sodium removal decreases. This reduction is 
associated with more expenditure due to the reduction in NaHCO3 production. The removal data are in agreement 
with the experimental data reported in [5]. On the other hand, the brine pressure does not have an influence on 

Chemical  Cost ($US/kg) 

KOH  0.83 

Ca(OH)2 0.11 

NH3  0.45 

NaHCO3  0.28 
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the process performance due to its negligible effect on the brine density (Figure 1b). Brine salinity has a significant 
effect on CO2 and sodium removal. As shown in Figure 1c, the sodium removal reduces as the brine salinity 
increases, while the CO2 removal initially increases and then levels out at 80%.  The reduction in sodium removal 
is attributed to the increase in sodium initial concentration while the conversion ratio of the reactor is constant. It 
is worth noting that the profit per metric tonne of brine rises as the salinity increases from 10 to 30 PSU. The steep 
increase is attributed to the rise in NaHCO3 production. The profit remains almost constant afterwards because 
of the constant production rate of NaHCO3.  

 

Fig. 1. Effect of reject brine (a) Temperature (b) Pressure (c) Salinity on the conventional Solvay performance and profitability. 

The influence of brine temperature, pressure and salinity of Ca(OH)2 modified Solvay performance and economic 

feasibility is demonstrated in Figure 2. The increase in brine temperature reduces the reactor conversion, which 

lead to a reduction in CO2 and sodium removal (Figure 2A).   Thereby, the reduction in the reactor conversion 

results in less NaHCO3 production, which causes a drop in annual profit per metric cube of brine. The removal 

data are in agreement with the experimental data reported in [2]. Figure 2b indicates that pressure does not have 

an influence on removal percentage of CO2 and sodium nor the NaHCO3 production, thereby, the annual profit is 

not affected. It is worth mentioning that the increasing brine pressure from 1 atm to 9 atm does not influence the 

brine density significantly. Nevertheless, brine salinity influences the Ca(OH)2 modified Solvay performance 

considerably. As the brine salinity increases from 10 PSU to 90 PSU, the CO2 removal increases from around 

12% to almost 100% while the sodium removal remains constant. The removal percentage of sodium is constant 

as Ca(OH)2 to NaCl molar ratio shown in table 1 is the optimum ratio that ensure the maximum removal sodium. 

It is observed that the profit exhibits an upward trend from 1 $/m3 to an impressive 10$/m3.  This is attributed to 

the rise in NaHCO3 production rate from 5.17 kg/min to 46 kg/min with the salinity.  
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Fig. 2. Effect of reject brine (a) Temperature (b) pressure (c) Salinity on the Ca(OH)2 modified Solvay performance and 
profitability. 

The effect of implementing carbon tax on conventional and Ca(OH)2 modified Solvay processes at different brine 

salinity is shown in Figure 3. The Figure depicts the influence of sea water salinity level as well as reject brine 

salinity level to assess the processes economic feasibility. As it can be seen, the Ca(OH)2 modified Solvay process 

is profitable even without the implementation of carbon tax. In addition, as brine salinity increases, the annual 

profit increases due to the increase in NaHCO3 production. For conventional Solvay, the process reaches the 

break-even point with the implementation of a carbon tax of 40 $/tonne CO2. It is worth mentioning that changing 

the brine salinity does not have a significant influence on the economic status of the conventional Solvay process, 

which is confirmed by the data obtained from Figure 1c.  

 

Fig. 3. Effect of Carbon tax implementation on Solvay processes profitability at different reject brine salinity.  
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CONCLUSIONS 

In summary, this study demonstrated a techno-economic assessment on conventional and Ca(OH)2 modified 

Solvay process investigating the influence of brine characteristics, including temperature, pressure and salinity 

on the process. Generally, the results suggested that the conventional Solvay requires a substantial amount of 

expenditure, while Ca(OH)2 the modified Solvay generates a moderate profit. In addition, brine temperature 

reduces the removal capability of the Solvay process due to a reduction in the reactor conversion, thereby, the 

processes become more non-profitable. Moreover, unlike temperature, the brine pressure does not affect the 

performance of both Solvay processes. The prominent effect was mainly caused due to brine salinity variations 

that influenced both processes differently. Lastly, implementing  carbon tax causes conventional Solvay to reach 

a break-even point at 40 $/tonne CO2, while the Ca(OH)2 modified Solvay becomes more profitable upon carbon 

tax implementation. Overall, these data suggest the economic feasibility of the Ca(OH)2 modified Solvay, when 

compared to the conventional Solvay process.  
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ABSTRACT  

In the energy transition from petroleum to carbon-neutral fuel, ammonia appears as a promising energy carrier for 
power generation using gas turbines, combined cycles, and fuel cells. However, its low reactivity makes ammonia 
harder to ignite, leading to low combustion efficiency and high NOx emission when burned in the existing combustion 
chamber. Mixing ammonia with a more reactive fuel, such as hydrogen from the partial cracking of ammonia, could 
improve the combustion yield. This paper investigates the performance of ammonia-based combined cycle power 
generation with an ammonia cracking facility. The proposed system is evaluated by thermodynamic modeling of 
each component covering heat transfer, pressure change, and ammonia cracking reaction process. The ammonia 
and hydrogen co-combustion is validated by simulation of laboratory scale pilot combustor. The results obtained 
show general agreement between the conducted simulation and measurement of the pilot scale combustor, whose 
results are used to model combustion reaction in the plant scale combustor. In the integrated system, the 
performance is characterized by the technically feasible turbine inlet temperature, which depends on the operation 
variables such as equivalence ratio and ammonia cracking ratio.  

Keywords: Ammonia combustion, Hydrogen combustion, Ammonia cracking, Combined cycle. 

 

INTRODUCTION 

As a non-carbon fuel, hydrogen (H2) is considered pivotal in realizing a low or zero-carbon society. The utilization 
of H2 as a fuel generates no GHGs, as its oxidation produces water. In addition, H2 can be produced from many 
available primary energy sources through various conversion technologies, including thermochemical, biological, 
chemical, and electrical routes [1]. Although H2 shows a very high gravimetric energy density (lower heating value 
of 33.3 MJ kg-1), its volumetric energy density is very low (3 Wh L-1) [2]. This observation leads to the challenges 
of storing and transporting H2, which is a critical factor for the realization of a successful H2 economy in the future 
[3].  

There are many media and technology options to store H2, including compression, liquefaction, metal hydrides 
[4], liquid organic carriers, ammonia (NH3), and methanol (CH3OH). Among proposed alternatives, NH3 shows 
advantages in terms of H2 content (gravimetric and volumetric H2 contents of 17.8 wt.% and 121 kg-H2 m-3, 
respectively) [2], high stability during long-term storage [5], possibility for direct use, and established infrastructure 
and regulation [6]. Wijayanta et al. [7] have performed a techno-economic comparison of high-density H2 storages, 
including liquid H2, methylcyclohexane, and liquid NH3. They found that liquid NH3 is the most promising as it 
exhibits the lowest total cost, the highest total energy efficiency, and the highest volumetric H2 density.  

Although NH3 is promising as an H2 carrier, its utilization as a fuel faces several physical and chemical challenges, 
including high energy demand for both synthesis and decomposition, relatively higher apparent toxicity (about 
three times of methanol), narrow flammability range (15.15–27.35% at dry air and 15.95–26.55% at 100% relative 
humidity), and higher risk for NOx emission [1]. The autoignition temperature of NH3 is 651 °C, which is higher 
than H2 (585 °C) and other conventional hydrocarbon fuels (537 and 232 °C for methane and gasoline, 
respectively). In addition, the minimum ignition energy for NH3 is also higher (8.0 mJ) than H2 (0.011 mJ) and CH4 
(0.28 mJ) [8]. The combustion reaction of NH3 is slow, as denoted by its laminar burning velocity, which is only 
0.07 m s-1 and significantly lower than H2 (3.51 m s-1) and CH4 (0.38 m s-1). Due to those characteristics and the 
possibility of NOx formation, pure NH3 combustion does not appear as a viable solution. The co-combustion of 
NH3 with other fuels, including H2 and CH4, has been actively studied to solve those problems in dedicated NH3 
combustion [9], [10]. In terms of zero-carbon realization, the co-combustion of NH3 and H2 is considered 
promising, as it produces no CO2 with high combustion performance. In addition, H2 can be produced from NH3 
decomposition; therefore, a single fuel (NH3) can be adopted, resulting in better fuel handling, storage, and 
transportation. 

Therefore, this research aims to address the issue of low reactivity of NH3 by proposing an integrated power 
generation with NH3 cracking. The objective of this study is to perform basic combustion simulations of NH3-H2 
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co-combustion on a laboratory scale and to develop a process design that can be applied to actual combustors. 
The novelty of this study is that it integrates a cracking system in the NH3-H2-based power generation system and 
reflects the basic co-combustion analysis to the integrated system. 

METHODS 

Model Description 

In this work, an NH3-fired combined cycle with a cracking facility is proposed as a novel power generation system. 
A portion of NH3 stream is fed into a cracking reactor, where NH3 is decomposed into N2 and H2. The heat required 
to sustain the endothermic NH3 cracking is taken from the combustion products stream through a heat exchanger. 
Subsequently, both pure and cracked NH3 are mixed and compressed before being fed into the combustor. After 
flowing through the NH3 preheater, the combustion products are expanded in a gas turbine. The outlet of a gas 
turbine is fed into a heat recovery steam generator (HRSG), which drives the steam Rankine cycle. Fig. 1 
illustrates the overall process in the proposed system. 

 

Fig. 1. Schematic of the proposed ammonia-based power generation system 

The mass flow of NH3 in this process simulation is set at 100,000 kg/h with an equivalence ratio ranging from 0.2 
to 1.1. The portion of decomposed or NH3 cracking ratio is also varied from 10 to 40%. The proposed power 
generation system is modeled by process simulation using Aspen Plus® software. The details of specified 
parameters for each equipment are summarized in Table 1. 

Table 1. Specifications of the equipment adopted during process modeling using Aspen Plus® . 

 Adopted module Specification 

Ammonia cracking 
unit 

FSplit+HeatX+RStoic+Mixer 
Reactor (RStoic): Cracking temperature: 950oC, 
Cracking pressure: 1 bar, Split fraction (FSplit): varied 
from 10 to 40% 

Gas cycle Compr+RStoic 

Reactor (RStoic): Inlet temperature: 20oC, Inlet pressure: 
20 bar,  
Compressor (Compr): Discharge pressure: 20 bar, 
Isentropic efficiency: 0.85 
Turbine (Compr): Discharge pressure: 1.5 bar, Isentropic 
efficiency: 0.9 

Steam Rankine 
cycle 

Compr+HeatX+Pump 

Coolant Pump (Pump): Discharge pressure 2 bar, 
Isentropic efficiency: 0.85 
Main pump (Pump): Discharge pressure: 200 bar, 
Isentropic efficiency: 0.85 
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Combustor Validation 
 
In this study, CFD analysis is performed on a laboratory-scale burner. Experimental results by previous authors 
[11] are used to validate the accuracy of the analysis results. The analytical condition is the non-premixed 
combustion of H2 and ammonia. Reynolds-averaged Navier Stokes (RANS) simulation was conducted using 
ANSYS Fluent® software.  

The mole fraction of fuel composition is NH3:75.4%, H2:18.4%, and N2:6.2%. The velocity of a fuel jet is set to 8.6 
m/s, while that of an air jet is 0.24 m/s. The shape of the mesh is shown in Fig. 2. The details of parameters used 
for simulation are summarized in. 

 

Fig. 2. Hexahedral mesh used for RANS simulation 

Table 2. RANS simulation parameters 

Simulation Chemical 
mechanism 

Combustion 
model 

Mesh number Mesh shape 

RANS Zhang Flamelet PDF 4.3 million hexahedral 

 

RESULTS AND DISCUSSION 

Performance of Power Generation System 

Fig. 3 shows the turbine inlet temperature (TIT) for different ammonia cracking ratios. The maximum operating 
temperature for state-of-the-art gas turbines is around 1700oC [12]. Therefore, the obtained results show feasible 
operation conditions at lean combustion mixture.  

 

Fig. 3. Turbine inlet temperature (TIT) and overall thermal efficiency (휂) as function of equivalence ratio for different 
ammonia cracking ratio 
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The introduction of NH3 cracking leads to slightly lower turbine inlet temperature, which is the direct consequence 
of heat extraction from combustion products to sustain endothermic ammonia cracking. The maximum 
temperature is also observed at an equivalence ratio near unity. 

Pilot scale combustor simulation 

Although the simulation did not converge until 8,000 iterations, several results can be made. The temperature 
contour diagram is shown in Fig. 4. Maximum temperature is less than 1800 K so there is no need to consider 
thermal NO. 

 

Fig. 4. Temperature contour of pilot combustor 

A comparison of simulation and experimental results for temperature, mass fraction of some chemical species, 
and mixture fraction is shown in Fig. 5. The diameter of the fuel outlet D is 4.58mm. The x-axis of the graph is the 
radial distance, and it is plotted at the axial distance Z=5D, 20D, 60D. The mole fraction of chemical species and 
mixture fraction are well simulated at the near area of the inlet. However, temperature is not predicted well. 

 

Fig. 5. Radial plot of thermochemical quantities from experimental measurement and numerical simulations 
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CONCLUSIONS 

The design of a plant-scale power generation system using NH3 with a cracking facility has been proposed. The 
performance of the system has been evaluated in terms of TIT. Furthermore, a detailed simulation using the CFD 
method to solve the RANS equation is validated against the experimental measurement of a pilot-scale combustor. 
The obtained result from this research leads to these points. 

• The performance of the proposed system in terms of TIT reduces as part of the heat in the combustion product 
is used to sustain NH3 cracking before entering the turbine. 

• A model-dependent method such as RANS simulation has not been able to capture the measured 
thermochemical quantities. 

In the future, we would like to use pilot-scale combustor simulation to improve the accuracy of plant-scale process 
simulation. 
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ABSTRACT 

The future of the oil and gas industry relies on the success of the current energy transition initiatives to 
net-zero carbon production through sustainability and alternative fuel production. In particular, we 
highlight the circular hydrogen (H2) economy. To this end, industries need to reduce the carbon footprint 
and create a sustainable flow assurance of the H2 value chain from the production to the sequestration 
site. Hydrogen (H2) generally flows as a gaseous phase. However, below its critical temperature of           
-240.17°C and 13 bar pressure, hydrogen can condense into a liquid phase [1]. Below the critical point, 
the liquid phase of H2 can coexist with the gas phase. One of the cost-effective transport options for H2 
is to use the existing natural gas pipeline transportation. Due to the environmental and safety 
constraints, operating condition fluctuations, and thermodynamic phase changes with lengths, 
transporting H2 in the existing natural gas pipelines is challenging. During transportation, H2 poses 
safety threats due to its low molecular weight, low viscosity, rapid reaction kinetics with the transmission 
lines, and several flow assurance challenges such as embrittlement, leakage, high diffusivity, high-
pressure drop, and cryogenic temperature effect [2-11]. Overcoming the flow assurance challenge 
involves careful pipeline design. The impact of H2 transport as multiphase flow is still not well 
understood. In this study, we provide a literature review on the transport flow behavior of H2 and its 
impact on flow assurance challenges. 
  
Keywords: Hydrogen (H2), Transmission, Multiphase Flow, Phase Envelop, Flow Assurance. 

Hydrogen Properties 
Depleted oil and gas reservoirs, given their existing infrastructure, present an appealing opportunity for 
underground hydrogen storage. The primary hurdle in storing hydrogen in these depleted reservoirs 
lies in ensuring the integrity of wellbores and addressing flow assurance challenges. The depleted oil 
and gas reservoirs are a potential storage place for H2 as compared to Salt Cavern and Aquifers. 
Wellbore integrity is the main challenge for successful hydrogen storage in depleted reservoirs [12]. 
The excess H2 after utilization can be stored cost-effectively to subsurface porous media at around 200 
bar, 120°C [13]. H2 is considered the potential “future fuel” as a replacement for traditional fossil fuels 
due to its superior properties like low mass density, high energy content (142 MJ/kg), and better 
environmental benefits [14]. Figure 1 presents the comparison of the PVT between CO2 and H2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: PVT of CO2 and H2 [15]. 
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Figure 2: The Joule-Thomson effect for H2 and CO2 [16]. 

 
Hydrogen has a density of 0.089 kg/m3 at standard temperature (25°C) and pressure (1 bar). At a low 
temperature (−262 °C), it has a density of 70.6 kg/m3 and acts like a solid. At a temperature of −253 °C 
it has a density of 70.8 kg/m3 and acts like a liquid. H2 is about 8 times less dense than CH4 and 22 
times less dense than CO2 [1]. H2 lower molecular weight and viscosity impose a threat of leakage from 
the pipeline and porous media. As presented in Figure 2, the Joule-Thomson (J-T) coefficient for H2 
sometime exhibits negative value as compared to CO2.  
 
Table 1: Hydrogen, Methane, and Caron-di-oxide properties [1].  

 

Properties Hydrogen Methane Caron-di-oxide 

Density @25OC and 1 atm, kg/m3 0.089 0.657 1.98 

Viscosity @25OC and 1 atm, Pa.s 0.89×10-5 1.1×10-5 1.49×10-5 

Molecular Weight (-) 2.016 16.043 44.09 

Boiling Point, oC -253 -162 -78.44 

Critical Temperature, oC -239.95 -82.3 -31 

Critical Pressure, atm 12.8 45.79 72.79 

Heating Value, kJ/g 120-142 50-55.5 (-) 

Solubility in Pure Water, g/L 16×10-4 22.7×10-3 1.45×10-3 

Flammability Range, oC 4-75 5-15 (-) 

 
H2 is stored as a liquid state when the temperature is at−252.8°C at atmospheric pressure. Whereas 
liquefied natural gas (LNG) is stored at the temperature of −161.5°C at atmospheric pressure. H2 is also 
transported at 350-700 bar or 5000-10,000 psi pressure as a gaseous state. The typical H2 storage in 
the subsurface is performed at a pressure of 50–100 bar and a temperature of 40–50°C [1]. The critical 
temperature and pressure of H2 are -240oC and 13 bar or 188 psi, respectively. The critical temperature 
and pressure of CH4 are -82oC and 46 bar or 667 psi, respectively. The critical point of CO2 is at a 
temperature of 31°C and a pressure of 74 bar or 1073,28 psi. The CO2 is transported and injected in 
critical conditions. Due to the variation of temperature and pressure of the H2 and CO2 value chain, both 
fluids have the possibility to form a two-phase flow.  
 
Hydrogen Transport 
During the gray hydrogen production from CH4, Carbo-di-oxide (CO2) is produced as a by-product. This 
CO2 along with other greenhouse gases can be extracted and injected into the subsurface for 
permanent storage. The difference between H2 and CO2 storage is that H2 needs to be reused later 
once it is needed as a potential fuel. The challenge is that after the production of H2 and the by-product 
of CO2, both gases need to be condensed so that a larger volume of gases can be stored in the 
subsurface cost-effectively. CO2 is transported and injected into the reservoir under supercritical 
conditions. At the same time, H2 is condensed as a very high-pressure gas or liquefied to transport to 
the desired locations. Keeping H2 in a liquid phase is difficult during subsurface storage due to the high 
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temperature in the formation. Therefore, transportation and injection of H2 into the subsurface are often 
conducted at very high pressure as a gaseous form. Due to the very low molecular weight and the 
reaction with the tubing surface of H2, there is a risk of tubing embrittlement in the transportation line. 
The existing infrastructure of pipeline or depleted oil and gas wellbore infrastructure can be used when 
H2 is mixed with CH4 in different proportions. Figure 3 represents the pressure and temperature ranges 
for different H2 transport mechanisms.  

 
Figure 3: Temperature and pressure ranges of different modes of H2 transportation and injection. [17] 

 
Machine Learning for H2 Transport 

Developing benign and safer H2 transport technology will be immensely benefited by reducing the 
gashouse gas emission, fulfilling the net-zero target. In a recent study, our objective was to determine 
the most effective machine learning classification algorithms for identifying vertical gas-liquid two-phase 
flow regimes. To achieve this goal, we conducted a comprehensive review of the literature and gathered 
data on vertical two-phase flow from more than thirty articles. Additionally, we obtained original flow 
data from two distinct flow loops, measuring 140 ft. (TAMU) and 18 ft. (TAMUQ) in length, respectively. 
By combining and refining these datasets through outlier detection and truncation, we produced a final 
dataset of approximately 2,200 data points, ready for analysis. This dataset comprised fourteen distinct 
labeled flow regions, serving as the basis for training supervised learning models. We applied various 
supervised learning models to this dataset, including linear discriminant analysis, quadratic discriminant 
analysis, K-nearest neighbors (KNN), and multiclass support vector machines (MCSVM). Among these, 
KNN and MCSVM demonstrated strong performance, with KNN delivering the most favorable outcomes 
in terms of both classification accuracy and flow map similarity to existing maps, as depicted in Figure 
4. The KNN algorithm exhibited a classification accuracy ranging from 92% to 98%, depending on the 
number of nearest neighbors (K). The class boundaries generated by KNN stabilized after a K value of 
35 and showed notable agreement with the flow maps presented by Hasan and Kabir [18]. Due to the 
experience of different phase envelope during extraction, transportation, utilization, and injection, H2 
also can end up with different multiphase flow regimes. The classification of H2 multiphase flow regimes 
can be conducted using the Machine Learning algorithm [19-21].  
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Figure 4. Two - phase flow map generated by the KNN classifier at K = 37[22]. 

 
Future Trends 
In the future we need to develop a sustainable and innovative H2 circular economy. Individual study of 

production, capture, transportation, utilization, and storage is not helpful in developing a meaningful 

complete technology. A total value chain of H2 circular economy as presented in Figure 5 is needed. In 

this context, an innovative interdisciplinary energy research collaboration, including industry 

participation is essential.  

 

 
Figure 5: A full H2 circular economy [23]. 
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Conclusions 

From the literature search, it is evident that there are a technology gaps for effective and efficient H2 
transport in industrial scales. To overcome these challenges, we need to better understand the following 
fundamental concepts:  

1) To investigate the phase envelope for the H2 value chain during capture, transport, utilization, 

and injection.  

2) To investigate the multiphase flow for the H2 value chain during capture, transport, utilization, 

and injection. 

3) To understand the Joule-Thomson effect during H2 transportation.  

4) To develop a safe operating envelope for H2 value chain from the capture point to the reservoir 

injection point. 
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ABSTRACT 

In recent years, power-to-gas technology has been in progress. Promising methods include steam electrolysis and 

co-electrolysis using solid oxide electrolysis cells (SOECs). We have developed a monolithic (honeycomb) 

electrolytic cell with a larger reactive area for unit volume than the conventional planar and tubular cells. The 

volumetric density of the fuel production rate can be significantly improved, leading to the development of compact 

and high performance steam electrolysis systems. This study addresses hydrogen production by steam electrolysis 

using an SOEC with a porous monolithic cathode support of Ni-YSZ. Current-voltage curves were measured, and 

we thereby develop and validate a three-dimensional finite element model to clarify the current and temperature 

distributions that are useful for the optimal design of practical monolithic cells.  

Keywords: SOEC, Porous honeycomb support, Volumetric current density, Multiphysics simulation, Current and 

temperature distributions. 

 

INTRODUCTION 

The reduction of CO2 emissions has been promoted by the introduction of renewable energy. Power- to-Gas (PtG) 

technology has attracted attention for the use of unstable renewable energy sources by converting excess power 

into fuel for storage and transport. We focus on the solid oxide electrolytic cell (SOEC), which is the reverse 

reaction of a solid oxide fuel cell (SOFC), as a promising PtG technology to produce hydrogen and syngas by 

steam electrolysis and co-electrolysis. Because SOECs operate at high operating temperatures, efficient 

electrolysis without expensive catalysts and with low overpotential can be achieved [1]. Carbon monoxide and 

methane productions, in addition to hydrogen production, are also feasible [2]. There have been a number of 

reports on the development of materials to improve the performance of SOEC, but very few on the development 

of cell structures. In this study, we thus challenge the development of a monolithic (honeycomb) structure to 

increase the fuel production rate for a unit cell volume by increasing the reaction area per unit volume. This can 

lead to the development of compact and high-performance electrolytic systems for practical applications. 

 

Conventionally, planar and tubular SOECs have been developed. The planar type requires improvement in 

durability against thermal stress and flow channel design, while the tubular type needs further enhancement of 

volumetric power density. Our previous studies have demonstrated that anode-supported monolithic (honeycomb) 

SOFCs exhibit promising volumetric power density and enable the design of flow channel arrangements for fuel 

and air [3][4]. By employing porous electrode support as the cell structure, the electrolyte layer can be thinner, 

thus reducing internal resistance [5].  

 

In this study, we apply the monolithic structure to test SOECs with a porous cathode support having different 

hydrogen/air flow channel arrangements. The monolithic structure expands the reaction area for a unit volume 

compared to the planar cells [6]. With current-voltage characteristics of the test cells, we have constructed and 

validated three-dimensional (3D) finite element (FE) models to analyze the mass transport in the cells. The 

numerical model is also beneficial for optimized cell designs.  

 

A 3D FE model (COMSOL Multiphysics) was constructed to reproduce the measured I-V characteristics. Basic 

equations were the Butler-Volmer equation (electrochemistry), Brinkman equation (viscous flow in the porous 

media), Navier-Stokes equation (viscous flow in the channels), and Stefan-Maxwell equation (gas diffusion) [6].  
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EXPERIMENTAL 

Fabrication of the Cathode-Supported Monolithic SOEC  

The monolithic cathode support consisted of a porous substrate with a porosity of 37%, having 3 x 3 channels 

(Repton Co. Ltd., Japan). The substrate was made of NiO/YSZ (8 mol% yttria-stabilized zirconia, NiO/YSZ: 65/35 

wt%). The substrate was coated with 8YSZ electrolyte slurry using the dip-coating method, followed by co-firing at 

1400°C for 2 hours. The monolithic support after the electrolyte sintering is shown in Fig. 1 and allows for various 

channel arrangements. For the anode, a mixed slurry (10:3 wt%) of La0.7Sr0.3MnO3 and 8YSZ was prepared. The 

LSM-YSZ composite anode slurry was applied on the electrolyte layer using a brush coating method and fired at 

1150°C for 2 hours. Lastly, silver paste was applied onto the anode layer for the current collection, as it becomes 

porous during the temperature rising process.  
 

 
Fig. 1. Electrolyte-coated monolithic porous cathode support of NiO-8YSZ 

 
As illustrated in Fig. 2, the A8C1 cell has one cathode channel and surrounding eight anode channels, while the 

A4C5 cell has five cathode channels and four anode channels. The entire anode surface was designated as the 

active reaction area due to the transport of water vapor through the porous cathode support. Thus, those of the 

A8C1 and A4C5 cells were 17.0 cm2 and 8.5 cm2, respectively. 

 

(a)                                                              (b) 

 
Fig. 2. Flow channel arrangements of the monolithic SOECs. (a) A8C1, (b) A4C5 (A: anode channel, C: cathode channel) 

 
Figure 3 presents a cross-sectional view of the cell, where the flow channels are labeled with the respective letters 

A and C to represent the anode and cathode flow channels. Platinum (Pt) wires serve as the electrical connection 

between the anode and cathode. The Pt wires were attached with the silver paste separately to the anode and 

cathode surfaces at the end of the fuel inlet and outlet.  
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Fig. 3. Cross-sectional drawing of the monolithic cell (A: anode channel, C: cathode channel) 

 
Experimental Conditions  

The temperature of the cell was maintained at 800 °C in an electric tube furnace at open circuit voltage (OCV). Mass 
flow controllers were used to regulate the inlet flow rates of the anode and cathode. Prior to measurements, the NiO 
cathode was reduced to nickel by feeding a dry H2/N2 mixture gas for one hour. During the measurements, the 
cathode and anode were supplied with  H2/N2/H2O mixture and air at constant inlet flow rates, respectively. A 
humidification bubbler with a controlled temperature of the bubbled gas introduced water vapor into the mixture. The 

flow conditions of the supplied gas are presented in Table 1. 
 

Table 1 Gas flow rate and bubbler temperature 

 
 

RESULTS AND DISCUSSION 

The measured I-V curves are shown in Fig. 4. The main axis of the abscissa shows the current density per unit 

volume, and the second axis shows the current density per unit area. 

 

 

 
 

Fig. 4. Predicted and measured I-V curve of the (a) A8C1 (b) A4C5 cells at 800°C. Inlet flow rates (25°C, 1 atm): Cathode: H2O 

/ N2 / H2 = 20 / 100 / 120 cm3/min, Anode: Air = 200 cm3/min 

 

Anode

H2 H2O N2 Air (
o
C)

120 20 100 200 42.3

Inlet flow rate (cm3/min at 25 oC, 1atm)

Cathode

Bubbler

temperature
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The numerical I-V characteristics are consistent with those of the experiment in the low current density region in Fig. 

4. On the other hand, in the high current density region, the numerical model shows an increase in the cell voltage. 

This is due to increased concentration overpotential with a shortage of water vapor toward the outlets of the flow 

channels [7]. Rapid increase in the voltage due to the water vapor depletion does not appear in the measurement 

because the hydrogen generated in the cell possibly produces water vapor with internal short-circuiting through 

leakage of oxygen [8]. Because the I-V characteristics predicted by the numerical model agree with those measured 

in the experiments in the low current density region, the model is validated. 
 

3D Distributions in the Cathode-Supported Monolithic SOEC  

To consider the optimized design of the monolithic SOEC, 3D distributions in the current density, hydrogen mole 

fraction, and water vapor mole fraction are predicted by the FE models for the A8C1 and A4C5 cells at 1.7 V when 

the cathode inlet flow rate was varied from H2O / N2 / H2 = 20 / 100 / 120 cm3/min to an increased flow rate at the 

same partial pressure, H2O / N2 / H2 = 60 / 300 / 360 cm3/min.  

 

 
 
Fig. 5. Comparison of A8C1 and A4C5 cells at 1.7 V and the inlet flow rate of H2O / N2 / H2 = 20 / 100 / 120 cm3/min, 800°C, 

(a)(b): current distribution, (c)(d): hydrogen mole fraction, (e)(f): water vapor mole fraction. 

 

Low inlet flow rate 

Fig. 5(a) shows that the A8C1 cell has a current distribution around the central channel, while vary small current 

flows around the corner channels. This is because the water vapor from the feed gas does not diffuse much into the 

porous cathode support. However, the current distribution in the A4C5 cell in Fig. 5(b) differs from that in the A8C1 

cell in that a larger current flows around the corner channels than the central channel. The rate of water vapor 

diffusing in the porous cathode support differs between the corner channels and the central channel. The central 

channel faces the four anode layers and water vapor can diffuse in all directions, whereas the four corner channels 

face only two anode layers each, limiting the direction of water vapor diffusion. This leads to reduced current density 
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due to a decrease in the mole fraction of the reactant water vapor around the central channel as presented in Fig. 

5(f). Fig. 5(d) shows that the hydrogen mole fraction in the A4C5 cell is high at the inlet and does not increase much 

toward the outlet, while the water vapor mole fraction is low from the inlet. In the central channel of the A8C1 cell, 

the hydrogen mole fraction increases toward the outlet (Fig. 5(c)), but the water vapor mole fraction remained about 

0.05 at the outlet (Fig. 5(e)). This is due to the small reaction rate around the central channel because of the difficulty 

of water vapor diffusion as described above. 
 

High inlet flow rate 

In Fig. 6 shows similar distirubtions at a high inlet flow rate as the low inlet flow rate. Increase in the current density 

for the A8C1 cell is smaller than that for the A4C5 cell from those at the low inlet flow rate. This result suggests that 

the A4C5 cell at the low inlet flow rate does not supply enough water vapor to effectively utilize the reaction area, 

whereas the A8C1 cell at the high flow rate does not enhance the water vapor diffusion toward the corner much as 

shown in Fig. 6(e). 

 

 
 

Fig. 6. Comparison of A8C1 and A4C5 cells at 1.7 V and the inlet flow rate of H2O / N2 / H2 = 60 / 300 / 360 cm3/min, 800°C, 

(a)(b): current distribution, (c)(d): hydrogen mole fraction, (e)(f): water vapor mole fraction. 

 

Characteristics of the Flow Channel Configuration 

A4C5 cell effectively uses the reaction area regardless of the inlet flow rate, whereas the A8C1 cell exhibits 

insufficient water vapor diffusion. Thus, a structure that can decrease the diffusion distance of water vapor should 

consist of alternating anode and cathode flow channels, such as the A4C5 cell. In addition, a structure in which the 

cathode is surrounded by an anode, such as the A8C1 cell, needs more enhancement of the diffusion of water vapor. 

Increasing the partial pressure of water vapor and smaller flow channels to facilitate vapor diffusion would be 
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effective. This behavior is coming from the vapor diffusivity, which exhibits different tendency with hydrogen in an 

anode-supported monolithic (honeycomb) SOFC [4].  

 

CONCLUSIONS 

We fabricated cathode-supported monolithic SOECs with different flow channel arrangements, conducted water 

vapor electrolysis tests, and constructed numerical models to obtain I-V characteristics and design guidelines for the 

monolithic SOECs. Steam electrolysis was experimentally performed for two flow channel arrangements. Monolithic 

SOEC model was successfully constructed with FE modeling validated with the measured I-V curves. Analysis using 

FE models revealed that the diffusion of water vapor in the porous cathode support has a significant effect on the 

overpotential. Thus, the optimization of the structure and channel arrangement for enhanced water vapor diffusion 

in the monolithic cathode support will be an important factor in future design guidelines for the cathode-supported 

monolithic SOECs. 
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Abstract 

In this advanced study focusing on hydrogen production from sewage sludge at a steel industry (HYL III 

technology), a comprehensive analysis was conducted to determine the most effective technologies. The 

evaluation centered on green hydrogen production techniques, particularly emphasizing biomass gasification as 

a promising method considering environmental impacts and resource availability. Key technical results indicated 

that for simultaneous heat and power production, micro turbines exhibited an output power of 118.209 kW and a 

maximum annual electricity generation of 1.033 GW. In contrast, Stirling Motors achieved 178.67 kW and 1.55 

GW, respectively. For hydrogen and synthesis gas production, the PSA (Pressure Swing Adsorption) technology 

showed a volumetric flow rate of 393.849 m³/h and a mass flow rate of 480.354 kg/h for hydrogen, indicating high 

efficiency. The study's economic feasibility analysis revealed the microturbine with PSA unit as the most 

economically advantageous, primarily due to lower costs in biogas upgrading, coupled with higher profitability in 

electricity sales. This detailed investigation underscores the potential of utilizing sewage sludge for sustainable 

hydrogen production, aligning with regional environmental goals and industrial needs. 

Keywords: Sewage Sludge management, Anaerobic Digestion technology, Combined Heat and Power (CHP), 

Sustainable Energy Conversion, Waste-to-Energy Technologies. 

1- Introduction 

The imperative to confront the challenges posed by climate change is now more critical than ever before. The 

Inter-governmental Panel on Climate Change (IPCC) has quantified the human contribution to global temperature 

increase, estimating a rise between 0.8°C and 1.3°C, with a central estimate of 1.07°C[1]. The increasing 

prevalence of extreme weather events—ranging from heatwaves to tropical cyclones—is increasingly attributed 

to human influence. This is primarily driven by the high atmospheric concentrations of greenhouse gases like 

carbon dioxide, methane, nitrous and nitrogen oxides, and other compounds, which significantly contribute to 

radiative forcing and the resulting global temperature rise. The imperative of rapid decarbonization across all 

economic sectors to limit the global mean surface temperature increase to 1.5°C by the end of the century is 

clear[2]. The iron and steel sector, producing 1.86 billion tonnes of crude steel in 2019 alone[3], is a notable 

contributor to global CO2 emissions, representing 7% of energy-related global CO2 emissions[4]. Addressing this 

industry’s emissions is crucial, given the forecasted increase in steel demand. While material efficiency 

improvements and recycling can help, they are insufficient for meeting the Paris Climate Agreement’s emission 

reduction targets[5]. The sector urgently needs transformative technologies for decarbonization[6] such as Carbon 

Capture Utilization and Storage (CCUS) and carbon direct avoidance technologies. The industry is exploring novel 

approaches to mitigate emissions. For instance, ThyssenKrupp’s Carbon2chem project[7] and ArcelorMittal’s 

initiative in Belgium[8] aim to utilize off-gases from steel production. Furthermore, the replacement of coke with 

hydrogen as a reducing agent in a hydrogen direct reduction shaft furnace (H2 -SF) [9] is gaining traction, offering 

a pathway to emission-free steel production when combined with Electric Arc Furnaces (EAFs) [10]. Additionally, 

technological advancements are being pursued in electrolysis methods for iron reduction and the use of hydrogen 

in blast furnaces[11].  However, these technologies are still developing, and their economic feasibility and 

scalability are under continuous assessment[12–14]. The transition to greener steel production methodologies 

aligns with global decarbonization goals. This includes the exploration of hydrogen-based steelmaking, as 

evidenced by the HYBRIT project in Sweden[15] and the HYFOR technology in Austria[16]. These efforts are 

supported by databases like the Green Steel Tracker, which monitors decarbonization efforts in the steel 

industry[17]. Therefore, in the broader scope of global decarbonization initiatives, it's noteworthy to mention the 

substantial efforts of nations such as China and Norway, which are at the forefront of advancing renewable energy 

and low-carbon technologies[18–21]. It underscores the pivotal role of the steel industry in these initiatives, given 

its substantial share of global CO2 emissions and the increasing demand for steel. The paper culminates in a 
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detailed exploration of the potential for integrating renewable energy into steel production, examining various 

technology pathways, economic feasibility, and the implications for reducing CO2 emissions across the globe. 

2- Methodology 

This research employs a thorough methodological approach, starting with an in-depth analysis of urban sewage 

sludge, both quantitatively and qualitatively. Understanding the sludge's physical and chemical characteristics is 

essential for future use. The study then explores how to convert sewage sludge into energy, particularly for the 

steel industry. It begins with a detailed examination of the sludge, identifying and quantifying its basic components 

and examining their specific properties and interactions. This dual analysis is crucial for understanding its potential 

in energy recovery. 

The research then examines various strategies for using sewage sludge as an energy source for a steel 

manufacturing plant, focusing on its electricity or gas requirements. One method involves transforming sewage 

sludge into natural gas via anaerobic digestion, resulting in biogas with a high natural gas content. This gas can 

be purified and used either as a primary feedstock for steel production, fulfilling hydrogen needs, or to power a 

generation unit for the plant's operations. The study conducts a technical-economic evaluation of these methods, 

including a sensitivity analysis of key factors, to recommend the most effective and economically viable approach 

for the steel plant.  

2-1- Sludge characteristic of this study 

In this study, the focus is on analyzing urban sewage sludge from the Kerman wastewater treatment plant, 

recognizing its critical role in the efficiency of the proposed energy conversion system. Key parameters of the 

sludge, such as the high solid fraction concentration (98%) and the significant daily volume (182.19 cubic meters), 

are meticulously determined from preliminary and final analyses[22]. 

2-2- Thermodynamic simulation of different chains 

This section likely delves into the application of thermodynamic simulations to evaluate distinct sequences or 

processes, which are referred to as 'chains'. These simulations are crucial for understanding how different 

systems behave under various thermodynamic conditions. The objective is to model and predict the performance, 

efficiency, and potential outcomes of these chains. This could involve assessing energy transfer, material 

transformations, or reaction efficiencies. The simulations provide valuable insights, aiding in the optimization and 

improvement of these processes, and are essential for making informed decisions in system design or 

modification. the first stage in each of the proposed paths is the anaerobic digestion system for sludge. After 

biogas production in this system, upgrading process is performed using pressure swing adsorption (PSA).  In the 

next step, various processes for power, heat, and hydrogen production have been investigated based on the 

available options and the overall objective of the system.  

2-2-1-Advanced Modeling of Anaerobic Digestion Systems for Biogas Production: Integrating ADM1 and 

Fortran in Aspen Plus Simulations 

The anaerobic digestion systems simulated in this model are designed based on established models for the 

anaerobic digestion process, such as the ADM1 model [23,24]. The primary output of this system is biogas 

produced from the available sludge, which serves as the main feedstock for other processes considered in this 

study. Therefore, examining the performance of this system and the impact of influencing factors is essential. 

Given the high performance of thermophilic anaerobic digestion systems compared to other available options, the 

digester studied in this section is considered to operate under operational conditions at a temperature of 55 

degrees Celsius and atmospheric pressure. This temperature selection influences the kinetics of the digestion 

process and is pivotal in the prediction of biogas composition and yield. Fortran, with its computational efficiency, 

contributes to the precision of these temperature-dependent calculations, enhancing the reliability of the 

simulation results. 
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Figure 1 The general layout of a hydrogen production system from sewage sludge utilizing a Pressure Swing Adsorption (PSA) 

2-2-2- Technological Analysis and Simulation of CHP Systems for Biogas Energy Recovery 

This research section concentrates on the Combined Heat and Power (CHP) system, a vital method for utilizing 

biogas and biomethane derived from sewage sludge. It focuses on heat and power generation, examining 

technologies like gas turbines/microturbines and Stirling engines, chosen for their similar modeling approaches 

and outputs. 

The study explores various CHP systems that generate heat and electricity from biogas. The selection of 

technology depends on system capacity, biogas composition, and heat value. Gas turbines are commonly used 

in CHP systems, while micro-turbines offer advantages for wastewater treatment plants due to their compact size 

and quick startup. Stirling engines are suitable for residential areas due to their minimal noise[25–27]. 

In simulations using Aspen Plus, upgraded biogas is used as fuel in the combustion chamber, with different 

operational conditions for each system. The output from the combustion chamber is used in micro-turbines and 

Stirling engines for power and heat generation. The study emphasizes the economic efficiency of micro-turbines 

for wastewater treatment applications and the suitability of Stirling engines for low-capacity CHP systems. 

The research highlights the potential of using biogas from sewage sludge for sustainable heat and electricity 

generation, contributing to energy efficiency and environmental sustainability. It also considers the importance of 

gas resources and hydrogen production in steelmaking, especially in colder seasons, with options like hydrogen 

and methane gas production from anaerobic digestion (Figure 2). 
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Figure 2 General Overview of the Combined Heat and Power System with Strling engine with PSA in Aspen Plus Environment(a), General 
Overview of the Combined Heat and Power System with Gas Turbine/Microturbine with PSA in Aspen Plus Environment(b) 

3- Results and discussion 

The main objective of this section is to simulate an anaerobic digestion system for the utilization of sewage sludge 

as an energy source and other valuable products.  

3-1- Optimizing Biogas Production: Analyzing the Impact of Sludge Composition and 

Upgrading Systems on Methane Yield 

The results pertaining to biogas production highlight the criticality of implementing an advanced biogas system 

for enhanced efficiency in subsequent stages. The composition of the input sludge emerges as a crucial factor 

influencing the output of the anaerobic digestion system. Consequently, this study delves into the methane yield 

from anaerobic digestion under varying sludge input compositions, identifying it as a principal performance 

indicator. The study categorizes the input into four primary material groups, scrutinizing the effects of altering the 

ratios of carbohydrates, proteins, and lipids in the sludge's solid fraction. Figure 3a illustrates the consequences 

of increasing carbohydrate levels in the sludge input for the anaerobic digestion system. The depicted range 

reflects a fluctuation from a 10% decrease to a 10% increase in the existing sludge composition, based on the 

data at hand. Notably, the analysis considers the solid fraction of the sludge in relation to its liquid counterpart. 

The graph reveals that an upsurge in carbohydrates, leading to a corresponding decrease in proteins and lipids, 

results in a 5.0% decline in methane generation and a 4.0% increase in carbon dioxide output.  

(a) 

(b) 
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Figure 3 The impact of increasing the share of carbohydrates in the solid fraction of sludge(a), The impact of increasing the proportion of 
lipids in the solid fraction of sludge(b), The impact of increasing the share of proteins in the solid fraction of sludge(c) 

This section delves into the effects of varying the composition of sewage sludge on biogas production, with a 

focus on methane and carbon dioxide yields. It highlights the influence of changes in the amounts of proteins, 

lipids, and carbohydrates in the sludge on the efficiency and stability of the biogas production process. 

The study reveals that a decrease in the efficiency and stability of amino acid, acidogenic, acetogenic, and 

methanogenic processes occurs when proteins and lipids are the primary reactants, leading to reduced methane 

production. In contrast, an increase in the lipid content of the input sludge results in a slight increase in methane 

production (0.3%) and a decrease in carbon dioxide production (0.5%). This is attributed to the enhanced 

breakdown of lipids, which boosts acidogenic and acetogenic reactions, crucial in methane production. 

Additionally, the intensification of the hydrolysis process, mainly involved in carbohydrate breakdown, leads to an 

increase in carbon dioxide production, as carbohydrates, especially cellulose, are primary producers of carbon 

dioxide during hydrolysis. 

Furthermore, reducing the protein content in the sludge slightly decreases methane yield (0.25%) and increases 

carbon dioxide levels. Proteins play a crucial role in generating amino acids during hydrolysis and acidogenic 

reactions. However, the impact of reducing proteins is somewhat mitigated by the concurrent increase in 

carbohydrates and lipids, which balances the overall effect on biogas composition. 

These findings, illustrated in Figure 3b, and Figure 3c, demonstrate the complex interplay between different 

components of sewage sludge and their impact on biogas production, particularly in terms of methane and carbon 

dioxide yields. 

3-1-1- Biogas Upgrading System to Biomethane 

In this study, a pressure swing adsorption (PSA) system is employed for the upgrading of produced biogas to 

biomethane. The PSA system, simulated as a separator for the flow streams due to limitations in the Aspen Plus 

platform for simulating the surface adsorption process, plays a crucial role in the methane extraction process. 

Table 1 provides a comparison of the input biogas stream and the final gas output stream from the PSA unit. 

(a) (b) 

(c)  
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Table 1 Characteristics of the produced biomethane in the upgrading units 

Parameters Unit Biomethane (PSA) 

Volumetric Flow Rate Cubic meters per day 2700 

Temperature Celsius degrees 25 

Pressure Bar 2.5 

Methane Mol% 95.6 

Carbon Dioxide Mol% 4.4 

Water Mol% 0 

Hydrogen Sulfide Mol% 0 

Ammonia Mol% 0 

Hydrogen Mol% 0 

3-1-2- Steam reforming unit for biomethane upgrading 

After upgrading biomethane to bio-methane in the PSA unit, the produced bio-methane enters the steam reforming 

unit for hydrogen production. The operational conditions of this unit have been detailed in previous sections. 

Considering the significance of hydrogen as the main output of this unit, a comparison between the hydrogen 

output stream and the biomethane input is provided in Table 2. It is worth mentioning that, due to the simulation 

approach for the hydrogen purification unit in the steam reforming biomethane system, the output stream from 

this system is generally considered to be hydrogen with a purity of 100%. 

Table 2 a comparison of the hydrogen flow in different models 

Parameter Unit 
Biomethane 
(PSA) 

Hydrogen (PSA) 

Volume Flow m³/h 2,700 394 

Mass Flow kg/h 1,524 480 

Temperature Celsius 25 38 

Pressure Bar 1 15.65 

The primary external factor affecting the hydrogen production unit through steam methane reforming is the amount 

of water vapor entering the system. To investigate the impact of this factor on the output of the steam methane 

reforming system before entering the flash unit, changes in the output model were examined. In the base model, 

water entering this system is considered to be 40 kilograms per hour. The parameter is studied over the range of 

40 to 200 kilograms per hour.  

3-2- Combined Heat and Power (CHP) System 

One of the primary options for utilizing the produced biogas and subsequently upgraded biomethane is 

simultaneous production of heat and power. As mentioned at the beginning of this section, the equipment and 

operational conditions related to biogas production from sewage sludge and its upgrading in this system are 

entirely similar to the system discussed in the previous section, namely the hydrogen production system. 

Therefore, this section focuses only on the power and heat production aspect. 

Given the results presented above and the studies conducted in previous reports, the use of micro gas turbines 

as the primary driver for the cogeneration system of heat and power is favored. The reason for this choice is the 

lower initial and operational costs associated with the micro gas turbine system. Additionally, the operational 

conditions related to this system are comparatively simpler than other options under consideration. 

The study presents detailed results across two tables, Table 3 and Table 4, focusing on various technology 

outcomes. In the realm of power generation, Stirling engine technology paired with a Pressure Swing Adsorption 

(PSA) separator emerges as a more apt choice. This preference is based on its effective performance in the given 

context. Similarly, for hydrogen production, technology integrating a PSA separator is deemed more suitable. A 
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noteworthy benefit of PSA technology is its lower water consumption, an attribute that significantly enhances its 

applicability, especially in arid regions. This efficient water usage becomes a vital factor when considering 

resource allocation and sustainability in such geographical areas. 

Table 3 Results of simultaneous heat and power production from sewage sludge 

Parameter Unit 
Micro Turbine Stirling Motor 

(PSA) (PSA) 

Output Power of Turbine kW 103.34 124.54 

Maximum Annual Electricity Production GW 0.905 0.98 

Electrical Efficiency % 15.208 24.46 

Thermal Efficiency % 17.39 72.29 

 

Table 4 technologies for hydrogen and synthesis gas production 

Parameter Unit 
Hydrogen Synthesis Gas 

(PSA) (PSA) 

Volumetric Flow Rate m3/h 393.849 2523.79 

Mass Flow Rate kg/h 480.354 4605.44 

Temperature °C 38 38 

Pressure bar 15.65 15.65 

Hydrogen mol% 3.4 3.4 

 

3-3- Economic analysis of different chains 
This study section focuses on the economic feasibility of various system designs for biogas utilization, using 

economic indicators to assess their viability. Key factors influencing the economic performance of each system 

include initial investment and operational costs. The analysis, as shown in Figure 4, reveals that the system 

combining heat and power production with a Pressure Swing Adsorption (PSA) unit and a microturbine offers the 

highest net present value. This is due to the lower costs of biogas upgrading, reduced investment for the 

microturbine, and higher profits from electricity sales. Additionally, the hydrogen production system using a 

pressure water scrubbing unit is identified as the most economically viable in terms of payback period, owing to 

its low investment cost and favorable income-to-investment ratio. 
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Figure 4 Comparison of different scenarios in terms of economic feasibility 

4- Conclusion 

This study has significantly advanced the field of sustainable energy production from sewage sludge, focusing on 

the Iranian Steel Boutia. The evaluation of green hydrogen production techniques identified biomass gasification 

as a promising method in the context of Kerman. Noteworthy findings include the effectiveness of micro turbines 

with scrubbing for simultaneous heat and power production, resulting in an output power of 118.209 kW and 1.033 

GW in annual electricity generation. Stirling Motors with scrubbing also exhibited superior performance, yielding 

178.67 kW and 1.55 GW, respectively. 

In terms of hydrogen and synthesis gas production, PSA technology demonstrated high efficiency with a 

volumetric flow rate of 393.849 m³/h and a mass flow rate of 480.354 kg/h. Economic analysis favored the 

microturbine with PSA unit as the most economically advantageous choice, driven by lower biogas upgrading 

costs and higher profitability in electricity sales. 

The study underscores the significant potential of sewage sludge for sustainable hydrogen production, aligning 

with regional environmental goals and industrial requirements. The in-depth exploration of various technologies, 

along with a focus on technical and economic feasibility, provides valuable insights for the sustainable utilization 

of waste materials. This research serves as evidence of practical and eco-friendly methods for transforming 

sewage sludge into valuable energy resources, contributing to both environmental sustainability and regional 

economic efficiency. 

References 

[1] Summary for Policymakers, in: Clim. Chang. 2021 – Phys. Sci. Basis, Cambridge University Press, 2023: 
pp. 3–32. https://doi.org/10.1017/9781009157896.001. 

[2] M. Fischedick, J. Marzinkowski, P. Winzer, M. Weigel, Techno-economic evaluation of innovative steel 
production technologies, J. Clean. Prod. 84 (2014) 563–580. 
https://doi.org/https://doi.org/10.1016/j.jclepro.2014.05.063. 

[3] Worldsteel, Major steel-producing countries 2018 and 2019 million. pp. 1–8, 2020 World Steel in Figures, 
Worldsteel Association, (2020). 

[4] IEA, global energy review 2021, IEA, Paris., 2021. 

[5] J. Rissman, C. Bataille, E. Masanet, N. Aden, W.R. Morrow, N. Zhou, N. Elliott, R. Dell, N. Heeren, B. 
Huckestein, J. Cresko, S.A. Miller, J. Roy, P. Fennell, B. Cremmins, T. Koch Blank, D. Hone, E.D. 

$0

$5

$10

$15

$20

$25

$30

$35

0

1

2

3

4

5

6

7

H2 Production (PSA) CHP (PSA- Gas Turbine) CHP (PSA-Stirling Engine)

N
P

V
($

)

x
 1

0
0

0
0

0

P
ay

b
ac

k
 P

er
io

d
 (

y
ea

rs
)

PBP

NPV



 
 

277 

  
 

 

Williams, S. de la Rue du Can, B. Sisson, M. Williams, J. Katzenberger, D. Burtraw, G. Sethi, H. Ping, D. 
Danielson, H. Lu, T. Lorber, J. Dinkel, J. Helseth, Technologies and policies to decarbonize global 
industry: Review and assessment of mitigation drivers through 2070, Appl. Energy. 266 (2020) 114848. 
https://doi.org/10.1016/j.apenergy.2020.114848. 

[6] K. Åhman, M., Olsson, O., Vogl, V., Nyqvist, B., Maltais, A., Nilsson, L.J., Hallding, M. Skånberg, K., 
Nilsson, Hydrogen steelmaking for a low-carbon economy: A joint LU-SEI working paper for the HYBRIT 
project., (2018). 

[7] Carbon2chem®-CCU as a step toward a circular economy, Front. Energy Res. (n.d.). 
https://doi.org/10.3389/fenrg. 

[8] J.-P. Birat, Society, Materials, and the Environment: The Case of Steel, Metals (Basel). 10 (2020) 331. 
https://doi.org/10.3390/met10030331. 

[9] A. Ranzani da Costa, D. Wagner, F. Patisson, Modelling a new, low CO2 emissions, hydrogen 
steelmaking process, J. Clean. Prod. 46 (2013) 27–35. https://doi.org/10.1016/j.jclepro.2012.07.045. 

[10] M. Weigel, M. Fischedick, J. Marzinkowski, P. Winzer, Multicriteria analysis of primary steelmaking 
technologies, J. Clean. Prod. 112 (2016) 1064–1076. https://doi.org/10.1016/j.jclepro.2015.07.132. 

[11] J. Suer, M. Traverso, F. Ahrenhold, Carbon footprint of scenarios towards climate-neutral steel according 
to ISO 14067, J. Clean. Prod. 318 (2021) 128588. https://doi.org/10.1016/j.jclepro.2021.128588. 

[12] V. Vogl, M. Åhman, L.J. Nilsson, Assessment of hydrogen direct reduction for fossil-free steelmaking, J. 
Clean. Prod. 203 (2018) 736–745. https://doi.org/10.1016/j.jclepro.2018.08.279. 

[13] A. Krüger, J. Andersson, S. Grönkvist, A. Cornell, Integration of water electrolysis for fossil-free steel 
production, Int. J. Hydrogen Energy. 45 (2020) 29966–29977. 
https://doi.org/10.1016/j.ijhydene.2020.08.116. 

[14] E. Jacobasch, G. Herz, C. Rix, N. Müller, E. Reichelt, M. Jahn, A. Michaelis, Economic evaluation of low-
carbon steelmaking via coupling of electrolysis and direct reduction, J. Clean. Prod. 328 (2021) 129502. 
https://doi.org/10.1016/j.jclepro.2021.129502. 

[15] M. Pei, M. Petäjäniemi, A. Regnell, O. Wijk, Toward a fossil free future with hybrit: Development of iron 
and steelmaking technology in Sweden and Finland, Metals (Basel). 10 (2020) 1–11. 
https://doi.org/10.3390/met10070972. 

[16] Primemetals, Zero-carbon hyfor direct-reduction pilot plant starts operation, (2021). 

[17] G. Vogl, V., Sanchez, F., Gerres, T., Lettow, F., Bhaskar, A., Swalec, C., Mete, J. Åhman, M., Lehne, J., 
Schenk, S., Witecka, W., Olsson, O., Rootzén, Green steel tracker, (2021). 

[18] IRENA, Geopolitics of the energy transformation: the hydrogen factor., 2022. 

[19] D. Gielen, D. Saygin, E. Taibi, J. Birat, Renewables‐based decarbonization and relocation of iron and 
steel making: A case study, J. Ind. Ecol. 24 (2020) 1113–1125. https://doi.org/10.1111/jiec.12997. 

[20] H. Trollip, B. McCall, C. Bataille, How green primary iron production in South Africa could help global 
decarbonization, Clim. Policy. 22 (2022) 236–247. https://doi.org/10.1080/14693062.2021.2024123. 

[21] A. Moro, L. Lonza, Electricity carbon intensity in European Member States: Impacts on GHG emissions 
of electric vehicles, Transp. Res. Part D Transp. Environ. 64 (2018) 5–14. 
https://doi.org/10.1016/j.trd.2017.07.012. 

[22] Phyllis2 - ECN Phyllis classification, (2023). 

[23] K. Derbal, M. Bencheikh-lehocine, F. Cecchi, A.-H. Meniai, P. Pavan, Application of the IWA ADM1 model 
to simulate anaerobic co-digestion of organic waste with waste activated sludge in mesophilic condition, 
Bioresour. Technol. 100 (2009) 1539–1543. 
https://doi.org/https://doi.org/10.1016/j.biortech.2008.07.064. 

[24] R.K. Dereli, M.E. Ersahin, H. Ozgun, I. Ozturk, A.F. Aydin, Applicability of Anaerobic Digestion Model No. 
1 (ADM1) for a specific industrial wastewater: Opium alkaloid effluents, Chem. Eng. J. 165 (2010) 89–94. 



 
 

278 

  
 

 

https://doi.org/https://doi.org/10.1016/j.cej.2010.08.069. 

[25] S. Henry, J. Baltrusaitis, W.L. Luyben, Dynamic simulation and control of a combustion turbine process 
for biogas derived methane, Comput. Chem. Eng. 144 (2021) 107121. 
https://doi.org/https://doi.org/10.1016/j.compchemeng.2020.107121. 

[26] W. Lan, G. Chen, X. Zhu, X. Wang, C. Liu, B. Xu, Biomass gasification-gas turbine combustion for power 
generation system model based on ASPEN PLUS, Sci. Total Environ. 628–629 (2018) 1278–1286. 
https://doi.org/https://doi.org/10.1016/j.scitotenv.2018.02.159. 

[27] P. Brachi, S. Di Fraia, N. Massarotti, L. Vanoli, Combined heat and power production based on sewage 
sludge gasification: An energy-efficient solution for wastewater treatment plants, Energy Convers. Manag. 
X. 13 (2022) 100171. https://doi.org/https://doi.org/10.1016/j.ecmx.2021.100171. 

 

 

 

 

  



 
 

279 

  
 

 

ICH2P14-OP145 

HEAT TRANSFER OPTIMIZATION OF A METAL HYDRIDE TANK TARGETED TO 
IMPROVE HYDROGEN STORAGE PERFORMANCE 

 
1*Nadhir Lebaal, 2Djafar Chabane, 1Alaeddine Zereg, 1Nouredine Fenineche 

1ICB UMR 6303, CNRS, Université de Bourgogne Franche-Comté, UTBM, 90010, France. 
2UTBM, FEMTO-ST Institute, FCLAB, CNRS, Belfort, France. 

*Corresponding author e-mail: nadhir.lebaal@utbm.fr 

ABSTRACT  

In this study, the optimization of heat transfer in a metal hydride hydrogen tank to maximize hydrogen storage was 

investigated. A finite element model of a quarter tank was developed in COMSOL Multiphysics with parameterized 

geometry. The main objectives were to maximize stored hydrogen mass and minimize tank filling time while 

maintaining temperature uniformity within the tank. A design of experiments (DOE) approach was used with the key 

geometrical parameters. Compared to the base case, the hydride storage mass increased from 26.5 kg to 30.17 kg, 

and filling time reduced from over 1000 s to 450 s. This demonstrates the potential of optimizing heat transfer to 

improve metal hydride hydrogen storage performance. The model can be further improved by exploring different 

cooling designs and materials. 

Keywords: Hydrogen storage, Metal hydride hydrogen tank, Kriging optimisation, Heat and mass transfer. 

INTRODUCTION 

Hydrogen energy, recognized for its clean and efficient nature, has become a cornerstone in the quest for 

sustainable energy solutions. Central to the utilization of hydrogen as an energy carrier is the effectiveness of its 

storage, particularly in metal hydride hydrogen tanks. These tanks, while advantageous due to their high-density 

storage capability and low-pressure operation, are often limited by heat transfer challenges during the hydrogen 

absorption process.  

The quest for efficient hydrogen storage has been a subject of intensive research, with metal hydride hydrogen 

tanks emerging as a promising solution due to their safety and high energy density [1]. Studies by Tarasov et al. 

[2] highlight the advantages of metal hydrides for hydrogen storage, emphasizing their low operating pressures 

and potential for high-density storage. However, these systems are not without their challenges. Eisapour et al. 

[3] have pointed out the critical issue of heat management during the absorption and desorption processes, which 

can significantly impact the efficiency and safety of these storage systems. 

In addressing these challenges, the role of optimization in enhancing the performance of hydrogen storage 

systems has been widely recognized. Raju et al. [4] explored various optimization techniques to improve hydrogen 

storage systems, with a focus on geometrical and operational parameters. Their findings underscore the potential 

of optimization algorithms to significantly enhance storage efficiency. Furthermore, Lebaal et al. [5] demonstrated 

the effectiveness of the Design of Experiments (DOE) methodology in systematically exploring and improving 

system designs, a technique we have adopted in our current study. 

The integration of finite element modelling, as utilized in our research, has been previously explored by Suarez et 

al. [6], who demonstrated its effectiveness in simulating the thermal and physical behaviours of metal hydride 

tanks. Their work laid the groundwork for detailed analyses of heat transfer and storage dynamics within these 

systems. The use of COMSOL Multiphysics, in particular, has been noted for its robust capabilities in modelling 

complex physical phenomena, as evidenced in the work of Chaban et al. [7], they used it to model heat transfer 

in hydrogen energy storage systems. 

Mellouli et al. [8] developed a numerical model for a thermally coupled MH hydrogen storage tank and fuel cell 

system based on the energy balance between both parts. Simulation results showed a relationship between fuel 

cell operating temperature and annular metal hydride. 

In this study delves into the intricacies of optimizing heat transfer within these tanks, aiming to enhance their 

hydrogen storage capacity and operational efficiency. 

The focus of our research is twofold: firstly, to maximize the mass of hydrogen stored, and secondly, to reduce 

the time required to fill the tank. Achieving these objectives is crucial for the practical application of metal hydride 

tanks in various hydrogen-powered systems. To address these challenges, a finite element model of a quarter 

tank using COMSOL Multiphysics are created, featuring parameterized geometry that allows for extensive 

analysis under varying conditions. 
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The innovative approach of this study lies in the application of the Design of Experiments (DOE) method, this 

methodology enabled us to systematically explore and optimize key geometrical parameters of the tank. The 

results show a notable increase in hydrogen storage mass, coupled with a substantial reduction in tank filling time. 

Moreover, this study not only presents an improved tank design but also paves the way for further enhancements. 

 

NUMERICAL MODELING 

Geometry and conception  

 The hydrogen storage tank has a cylindrical geometry with radial symmetry, with an active cooling system using 

multiple cylindrical tubes (channels) arranged throughout the volume. Due to the presence of two orthogonal 

symmetry in the overall design, modeling can be simplified by analysing only a quarter of the total system.  

 

 

 

 

 

 

 

 

 

 
Fig. 1. Tank geometry and symmetry simplification  

 
Table 1 shows the geometric properties of the tank and channels used in the simulation: 
 
Table 1. geometric properties of the tank and channels 

Properties Value 

Length of the tank (𝑳t ) 𝟕𝟓 [𝐜𝐦] 
Diameter of the tank (𝑫t ) 𝟏𝟎 [𝐜𝐦] 
Thickness of the tank (𝒕t ) 𝟐 [𝐦𝐦] 
Water channel length (𝑳𝒘) 𝟕𝟓[ 𝐜𝐦] 

Water channel diameter (𝑫𝒘) 𝟓[ 𝐜𝐦] 
Water channel thickness (𝒕𝒘) 𝟏[ 𝐦𝐦] 

 

Physical properties and boundary conditions 

 

Water domain  

The primary purpose of the water is to eliminate the heat produced during the absorption process. The water section 

comprises a collection of channels equipped with fans, through which the water flows smoothly in a laminar way. 

These channels and fans come into contact with the hydride material and are constructed from copper. 
The mathematical representation of this field includes two equations, reflecting the assumption that the fluid is 

incompressible. The dynamic equation, which omits the gravitational component, is described as follows:  

𝜌(𝑢𝑤 ⋅ ∇)𝑢𝑤 = ∇ ⋅ {−𝑝𝐼 + 𝜇[∇𝑢𝑤 + (∇𝑢𝑤)
𝑇]} + 𝐹                                                                       (1) 

This equation is linked with the continuity equation, which is applicable to the steady, laminar flow of an 
incompressible fluid: 

𝜌∇ ⋅ 𝑢𝑤 = 0                                                                                                                                 (2) 

𝑢𝑤 is the velocity field, 𝑝 is the pressure, 𝜌 is the density, 𝜇 is the dynamic viscosity and 𝑭 is the external force 

applied to the fluid. 

Metal hydride domain 

The metal hydride domain is the region inside the tank shown in the Figure 1.4, in this domain, the hydrogen 

reacts with the metal hydride releasing heat during the absorption phase. In the present work, LaNi5 is considered 
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a metal hydride. The mass conservation equation for solid metal hydride is shown below: 

(1 − 𝜖) ⋅
∂𝜌𝑠

∂𝑡
+ ∇ ⋅ (−∇𝜌𝑠) = �̇�                                                                                                   (3) 

𝜌s is the metal hydride density. 

Energy equation 

The heat transfer related to the absorption of hydrogen within the hydride tank is described by the energy 

equation: 

(𝜌𝐶𝑝)𝑒𝑓𝑓
∂𝑇

∂𝑡
+ 𝜌𝐻2𝐶𝑝𝐻2

𝑢𝐻2∇𝑇 + ∇(−𝜆𝑒𝑓𝑓∇𝑇) = 𝑆𝑚                                                                                 (4) 

where (𝜌𝐶𝑝)eff 
 is the effective volumetric heat capacity, 𝜆eff  is the effective thermal conductivity, 𝐶𝑝𝐻2

 is the heat 

capacity of hydrogen in constant pressure and 𝑆𝑚 is the heat source term. 

The figure 2 shows the boundary conditions for the simulation. Most of the tank volume was filled with metal 

hydride interspersed with cooling channels (Fig.2a), to absorb heat during hydrogen absorption. To make the 

calculation time reasonable, the channels, fins, and tank walls were modeled as shell elements (Fig.2b). The table 

2 below shows the limit conditions imposed all, while the table 3 shows the physical properties of the materials 

used in this study. 

 

 

 

 

 
Fig. 2. Tank modeling and boundary conditions 

Table 2. Boundary conditions 

 

 

 

 

 

 

Table 3. Model Thermophysical parameters 
 

Water Metal hydride LiNi5 Copper 

Density (𝝆𝒘) 
1000[ kg/m3] Density of 

(𝝆𝒆𝒎𝒑) 
8400[ kg/m3] Density 

(𝝆𝑪𝒖) 
8940[ kg/m3] 

Specific heat 
capacity 
(𝑪𝒑𝒘) 

4.182[ kJ/kg/K] Saturation 
density (𝝆𝒔𝒔) 

8527[ kg/m3] Specific heat 
capacity 
(𝑪𝒑𝑪𝒖) 

0.385[ kJ/kg/K] 

Thermal 
conductivity 

(𝝀𝒘) 

0.597[ W/m/K] 
Porosity (𝝐) 

0.63 Thermal 
conductivity 

(𝝀𝑪𝒖) 

400[ W/m/K] 

Domain Initiale conditions Boundary conditions 

Metal 
hydride 

𝜌𝑠(𝑡 = 0) = 𝜌𝑒𝑚𝑝
∂𝜌𝑠
∂𝑡

(𝑡 = 0) = 0
 

/ 

Water 𝑢𝑤(𝑡 = 0) = 0

𝑝(𝑡 = 0) = 0
 

𝑖𝑛𝑙𝑒𝑡 𝑢𝑤 = 0.1[ 𝑚/𝑠] 
𝑜𝑢𝑙𝑒𝑡 𝑝 = 0 

 

Tank 𝑇(𝑡 = 0) = 𝑇0
𝑝(𝑡 = 0) = 𝑃0

 
/ 

H
2
O 

Inlet  

H
2
O 

Outlet  

Hydride 
domain 

a) b) 
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Dynamic 
viscosity 
(𝝁𝒘) 

10.1 ⋅ 104[Pa. s] Thermal 
conductivity 

(𝜆𝑠) 

2.4[ W/m/K] 

 

RESULTS AND DISCUSSION 

Initially, a model with channels but no fins was used to determine hydrogen absorption behaviour and saturation 

time of the hydride. Figure 3 shows hydrogen absorption over time. The results show it takes 1100 seconds to 

absorb an amount estimated at 1.37% of the total hydride mass. 

 

      Fig. 3. Evolution of the mass of hydrogen fixed in the tank 

 
To improve the tank's performance, fins were added to the tubes. The model was made parametric through three 

parameters. This step was important and essential, paving the way for the improvement process. 

For that, the following parameters were evaluated (Fig.4): 

 

• “prc”: Radius of the tubes in mm. 

• “lail”: the length of the fins in mm-  

• “n”: the spacing between the tubes.    

                      

 

 
Fig. 4. Different geometrical parameters of channels 

 

As showing in table 4, each parameter is assigned a high and low boundary in order to best study the influence 

of the parameters and by using a MATLAB code, a design of experiment (DoE) was generated shown below: 

Table 4. Low and hight boundary values for the parameters 
 

Parametres Low boundary  High boundary  

prc 2 10 

lail 2 10 

n 2 10 

 

 

         Fig. 5. The Design of experiment obtained. 

 
From this Design, 15 tests (Design points) carried out by varying the parameters within their defined ranges to 

obtain the deviation, the Hydride mass and the time of charging. The result is showing in the table 5: 
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Table 5: different design points 

Design point prc Lail n Hydride masse (kg) Time of charging (s) 
1 3,6216 3,6216 3,6216 27,678 375 

2 3,6216 3,6216 8,3784 30,014 550 

3 3,6216 8,3784 3,6216 30,177 450 

4 3,6216 8,3784 8,3784 31,314 850 

5 8,3784 3.6216 3,6216 21.558 450 

6 8,3784 3,6216 8,3784 25.419 600 

7 8,3784 8,3784 3,6216 25.332 550 

8 8,3784 8,3784 8,3784 27.215 550 

9 2 6 6 31.799 500 

10 10 6 6 23.217 500 

11 6 2 6 25.072 425 

12 6 10 6 28.919 750 

13 6 6 2 25.746 450 

14 6 6 10 28.897 900 

15 6 6 6 27.719 450 

 

The figure 6 presents a comparative result of 15 Design and alongside a base case on their hydride mass and 

charging time. The aim is to optimize both parameters by maximizing hydride mass (which mean to maximizing 

the hydrogen absorbed) with minimizing charging time. Design Point 3 stands out as the optimal design, as it 

exhibits the highest mass at 30,177kg yet a competitive charging time of 450 seconds, achieving the best balance. 

While some designs like DP2 and DP15 have high mass, their charging times are longer, indicating a trade-off 

between the two factors. The analysis concludes Design Point 3 is most suitable when mass is prioritized, 

provided charging time stays reasonable. Interestingly, DP2 also emerges as a viable option with a high mass of 

30,014kg and charging time of 450 seconds. 
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Fig. 6. Hydride mass evolution and charging time for different design points. 

 

CONCLUSIONS 

in this study, a demonstration of the potential for optimizing heat transfer design parameters to improve the 

hydrogen storage performance of a metal hydride tank. A finite element model of the tank was developed using 

COMSOL Multiphysics in order to investigate the effects of key geometric parameters on stored hydrogen mass 

and filling time. A Design of Experiments approach was employed to systematically analyse different combinations 

of parameters. The results showed that optimizing the channels radius, fin length, and channels spacing can 

significantly increase the amount of hydrogen stored in the tank. The optimal design configuration, as determined 

from 15 simulations, increased the hydride storage mass by 14% from the base case, reaching a maximum of 

30.17 kg. Additionally, the filling time was reduced by over 50% to 450 seconds. This confirmation that heats 

transfer optimization is a promising approach for enhancing the efficiency and utilization of metal hydride hydrogen 

tanks. The developed model provides useful insights and can be built upon further to explore additional design 

configurations and materials. With continued research, it is possible that metal hydrides may meet the stringent 

requirements for practical onboard and large-scale hydrogen storage applications. 
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ABSTRACT  

This study presents an exergoeconomic analysis of a sustainable energy generation system comprised 

of a hydrogen (H2) generation reactor using recyclable aluminum and water. The system is composed of 

a batch reactor for greenhouse gas-free hydrogen generation, a gas-liquid separator, a buffer tank, an air 

booster compressor, a low-pressure filter, a hydrogen storage tank, and a 5 kW proton membrane fuel 

cell stack. A transient mathematical model for hydrogen generation was conceived based on mass and 

energy conservation principles, and experimentally validated. Exergetic and exergoeconomic analyses 

were then conducted to determine the exergetic costs associated with the experimental set up processes, 

and with the generated H2 and electricity. The analysis revealed significant commercial and economic 

potential for the apparatus. Notably, the approach contributes to mitigate adverse environmental effects 

associated with fossil fuel use, leveraging recycled aluminum – an abundant global waste. In essence, 

the herein sustainable, on-site production of green hydrogen places the hydrogen generation & fuel cell 

system technology in the category of a clean energy source. Therefore, the system is expected to be 

applicable to electric vehicles, electric ships and stationary distributed power generation. 

Keywords: Hydrogen Generation, Recycled Aluminum, Sustainable Electrical Generation. 
 
INTRODUCTION 

Hydrogen has a high potential as an energy source, being of global interest [1]. The predominant 

reliance on finite fossil fuel sources in current energy infrastructures has been a primary contributor to 

the release of greenhouse gases upon combustion [2]. In this context, there exists a critical imperative 

to actively investigate and develop alternative energy sources, with a distinct preference for those 

characterized by renewability. Hydrogen emerges prominently in this discourse as a viable and 

innovative candidate for addressing the challenges associated with traditional energy generation 

methodologies [3]. 

Despite being the most abundant element in the universe, hydrogen is not naturally found in its 

elemental form. Theoretically, the production of hydrogen could be achieved through simple processes 

such as the breaking of the water molecule (e.g., thermolysis, photolysis, electrolysis). However, 

establishing an economically viable and competitive methodology presents non-trivial challenges. 

Presently, 90% of global hydrogen production is derived from methane steam reforming. It is a method 

not regarded as environmentally optimal for hydrogen synthesis. Consequently, research in the domain 

of hydrogen synthesis, particularly utilizing recycled aluminum, has garnered attention [4,5]. Water 

reacts with aluminum according to: 

→(s) 2 (l) (s) 4 2Al  + 3H O  + NaOH NaAl(OH)  + 3H    (1) 

→
( )4 3NaAl(OH) + NaOH  Al(OH)
s

  (2) 

→ +
( ) ( )(s) 2 ( ) 3 2

3
Al + 3H O   Al(OH) H

2s gl   (3) 

According to Deebika and Saravanakumar (2023) [6], the generation of hydrogen through the reactions 

of Eqs. (1) – (3) constitutes a method for producing green hydrogen. In this context, green hydrogen 

synthesis is achieved without greenhouse gases emissions and allowing for the utilization of aluminum 

scrap. The substantial production of aluminum from bauxite yields approximately 400 billion kilograms 
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of aluminum scrap annually, available for recycling. Further, the hydrogen obtained through this process 

attains a high degree of purity, rendering it suitable for diverse applications, such as incorporation into 

internal combustion engines, gas turbines, or utilization in fuel cells [7]. 

In recent years, there has been a substantial surge in the adoption of fuel cells. These electrochemical 

devices exploit redox reactions to convert chemical energy directly into electrical energy, offering a 

clean and environmentally benign alternative, with advantage of operational viability at moderate 

temperatures [8]. Within the domain of FCs, the Polymeric Exchange Membrane Fuel (PEMFC) has 

asserted prominence, demonstrating versatility in applications ranging from portable electronic devices 

to electric vehicles in transportation and stationary energy systems [9]. 

This study entails a comprehensive analysis of a newly proposed sustainable H2 and electricity 
generation system, encompassing both an energy balance and an exergy analysis, undertaken with the 
objective of conducting an exergoeconomic assessment. The intricately designed and meticulously 
constructed system is positioned for prospective integration into the power supply infrastructure of 
electric vehicles, with the overarching goal of augmenting overall battery autonomy. 
 
MATERIALS AND METHODS  

An innovative system composed of a batch reactor for greenhouse gas-free hydrogen generation, a gas-
liquid separator, a buffer tank, an air booster compressor, a low-pressure filter, a hydrogen storage tank, 
and a 5 kW proton membrane fuel cell stack was built in an automotive trailer for high mobility, and it is 
shown in Figure 1a. The Process Flowchart is depicted in Figure 1b. 
 

 

Fig. 1. a) Experimental apparatus (left), b) Process flowchart (right) 

 

A reactor was developed based on the work methodology of Raimundo et al. [3, 4] and the reaction 

kinetics model was adapted from the work of Noland and Erickson [10] which provides the hydrogen 

molar rate: 

 
= − 

 

s c

2

b b a
H 0

R R

EP
r k S C exp

RT RT
                                                                                                                            (4) 

in which ko is the Arrhenius constant, bc and bs fitting factors from experimental data, S the Al particles 

total surface area, C the molality, Ea the reaction activation energy, R the universal gas constant, P the 

reactor pressure and TR the reaction temperature. 

According to the stoichiometry of the reaction, the reaction rates for the chemical components were 

reported as following: 
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− = − = − = =2 4 2H O NaAl(OH) HNaOHAl
r r rrr

2 6 2 2 3
                                                                                                       (5) 

As a preliminary approximation, the parameters k0, bs, and bc were initially set to the values of 65,000 

J/mol, 24.5 and 0.55, respectively, as reported by Noland and Erickson [10]. Subsequently, an 

optimization process was undertaken to refine the parameters to better align with the experimental data. 

The Melder-Mead parameter identification method, implemented in Python, was employed for this 

purpose. The optimization process aimed at minimizing the squared error between the empirical 

equation and the experimental data, thereby iteratively adjusting the values of k0, bs, and bc to enhance 

the model's accuracy and alignment with the observed outcomes. 

Since the system is in batch mode, it was treated as a closed system. Therefore, the energy balance 

applied to the reactor states that: 

Al 2 H O NaOH 4 AlNaOH 2 22 4

R w airR

Al v H O v NaOH v AlNaOH v H vH

Q +Q +QdT
=

dt n c +n c +n c +n c +n c
                                                                        (6)  

in which n is the number of mols and 
vc  the specific heat at constant volume on a molar basis. 

The quantification of heat exchange within the reactor involving water jacket and surrounding air was 
achieved by utilizing the global heat transfer coefficient (Ui) and the surrounding air or water heat 

exchange area (Ai), following the fundamental equation 
RQ = Ui Ai ΔTi, with i = air or water, so that ΔTi 

= Ti – TR. Cooling water is circulated in closed loop in a control volume inside the water jacket, at a 
controlled water temperature Tw. The heat released by the reaction was found by utilizing the reaction 

enthalpy change value (Δh) and the reaction rate (r), as expressed by the equation = RQ h r . 

Likewise, an energy balance analysis was conducted for the cooling system, compressor, booster, and 

battery. However, it is highlighted that in the case of these components, the obtained results were 

derived under the assumption of system steady state operation. 

Subsequently, an exergy balance was meticulously conducted for each individual component within the 

system framework under consideration. To execute this analysis, the system was analyzed at a specific 

point, precisely when the system reached steady state in the reactor. Exergy is the actual proportion of 

energy that can perform mechanical work, as follows: 

( ) ( ) ( )Gibbs free energy  + gravitational potential energy  + kinetic energyE =                                     (7)  

Gibbs free energy is the available thermodynamic and chemical energy. Other forms of energy, such 

as radiation and thermal energy, cannot be completely converted into work and have lower exergy than 

their energy content [11]. It is emphasized that the chemical exergy values were taken from the work of 

Bolt et al. [12], ensuring a rigorous and well-founded basis for the system's exergy quantification. Within 

the exergy accounting, the destroyed exergy (Ed) was subtracted from each component total exergy, 

computed through Ed= T0 Sgen, where Sgen represents the entropy generated, and it is multiplied by the 

ambient (reference) temperature value. 

Lastly, endowed with the system's exergy values, exergoeconomic accounting can be systematically 

carried out for each component k as follows: 

( ) ( )+ = + + e e w,k k q,k q,k i i kk k

e i

c E c W c E c E Z        (8) 

in which c is the exergetic cost (US$/kWh), = +CI OMZ Z Z  the cost rate encompassing expenses related 

to equipment (CI), operation and maintenance (OM), i.e., the nonexergetic costs, W  the power, E  the 

exergy rate, subscripts e, and i, the exit and inlet, and q refers to the heat transfer rate. The exergetic 

cost of each equipment output stream was calculated under the assumption that the purchase cost of 

each equipment was obtained according to the values of a production line. 
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The solution to the presented equations was obtained utilizing the Engineering Equation Solver (EES) 
software. Subsequent sections delineate the results and expound upon the associated discussions. 
 
RESULTS AND DISCUSSION 

The integration of the reaction kinetics equation delineated in equation (4) coupled with the ratios in 

equation (5) resulted in a set of simultaneous differential equations. These equations were 

systematically solved using the Python programming language. Simultaneously, experimental data was 

inputted, and an iterative adjustment process was carried out to determine the parameters of equation 

(4). 

Subsequently, Figure 2a illustrates the empirical data concerning hydrogen generation within the 
reactor, contrasted with the numerical results obtained with equation (4). Moreover, Figures 2b, 2c e 2d 
illustrate, respectively, the consumption profiles of aluminum, sodium hydroxide, and water, identified 
as the reactants in accordance with equations (1), (2), and (3). 

 

 

Fig. 2. a) Validation of experimental data with the mathematical model (Top-Left), b) Aluminum (Top-Right), c) 
Sodium hydroxide (Bottom-Left) and d) water consumption (Bottom-Right) 

 
The results depicted in Figure 2a experimentally validate the developed mathematical model, with good 

qualitative and quantitative agreement between the computational predictions and empirical 

observations. By analyzing Figure 2 (a, b, c and d) it is observed that the system attains steady state, 

within approximately 15 minutes of reaction. This is taken as the operational reference point employed 

to yield the subsequent results in this work. 

Energy balances were executed for all system components, entailing the calculation of heat and work 

for each equipment when it was relevant. Upon obtaining these results, the exergy accounting, as 

explained by equation (7) and following text, was conducted. The derivation of the results fundamentally 

relied on the utilization of internal energy, enthalpy, and entropy values. In this analysis, kinetic and 

potential energy were neglected, the chemical exergy was considered particularly in the reactor. 

Utilizing the heat, energy, work, and exergy values, an exergoeconomic analysis of the project was 
systematically carried out. Specific exergetic costs assessments were derived for every input and output 
stream associated with each equipment, and nonexergetic costs as well, according to Figure 1b. Table 
1 delineates the resulting exergetic costs of hydrogen at each listed equipment output. 
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Table 1. Hydrogen exergetic cost at each equipment outlet 

Equipment Price (US$/kWh) 

Reactor 0.04 

Buffer Tank 0.05 

Booster 0.14 

Storage Tank 0.15 

PEMFC Stack 0.15 

 
The exergetic cost of hydrogen at the PEMFC stack output amounts to US$ 0.15 per kWh. By using the 
data from Table 1, the graph in Figure 3 was plotted, showing the exergetic cost of the hydrogen formed 
in the reactor (Re), after leaving the buffer tank (Bt), the booster (Bo), the storage tank (ST), and the 
PEM fuel cell stack (FC). Then, Figure 3 allows for the evaluation of the progression of H2 costs 
throughout the process. 
 

 

Fig. 3. Hydrogen exergetic cost progression and final electricity exergetic cost. 
 

Through the analysis of Figure 3, it becomes apparent that the hydrogen production from water with the 
system proposed in Figure 1, employing residual aluminum resulted in an exergetic cost of only US$ 
0.15 per kWh, which is obtained at the storage tank output and equal to the nonconsumed excess H2 
at the PEMFC stack output. The PEMFC generated electricity exergetic cost was calculated as US$ 
0.19 per kWh with equation (8). According to the EnergySave website [13], the price of kWh varies in 
each region of the United States, e.g., 10.35 ¢/kWh in Idaho and 28.38 ¢/kWh in California. In summary, 
the average price is 23 ¢/kWh in the United States. This value can be used as a reference for 
comparison with the value obtained in this work. The graphical representation further reveals that the 
most pronounced escalation in exergetic cost occurs after the Booster. Referring to data from the 
Electric Vehicle Database, an electric vehicle (EV) averages an energy consumption of 195 watt-hours 
per kilometer [14]. Consequently, for an EV to cover 300 km, an energy input of 58.5 kWh would be 
required, costing around 11.00 dollars based on the hydrogen produced in this project. If it is used a 
gasoline vehicle as a reference, which needs 30 Liters to cover 300 km, and considering the price of 
gasoline at 1.99 dollars per Liter, the cost would be 59.70 dollars. It is observed that the value with the 
herein produced hydrogen is lower than that cost, and also emphasizing that the price of oil has been 
unstable in recent years. 
 

CONCLUSIONS 

The production of hydrogen utilizing residual aluminum with the herein proposed system has shown 

potential for large-scale application, featuring an economically attractive hydrogen production exergetic 

cost. Despite the final electricity exergetic cost being smaller than the US average kilowatt-hour price, the 

system still holds considerable potential for optimization, offering avenues for cost reduction in the overall 

process. Based on the obtained results, it is reasonable to state that the proposed system yields clean 
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energy. Notable is the fact that the produced hydrogen exhibits a high level of purity, rendering it directly 

applicable as an energy source. Furthermore, the system's mobility highlights its adaptability for diverse 

applications, presenting substantial potential for widespread utilization. 
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ABSTRACT  

The post-combustion CO2 capture (PCC) process is largely appraised as being efficient for reducing CO2 emissions 
generated from industrial processes. However, one of the most significant drawbacks of the process is its costly 
nature, attributed to the high energy required for the regeneration of used solvent. Thus, the energy efficiency of this 
process demands optimization. Such optimization may be achieved among others by Artificial Neural Network 
(ANN). In this work, we developed an ANN model used to optimize the solvent regeneration energy based on amine 
solvent composition. The model aims to provide real-time monitoring and optimization for the processes in post-
combustion CO2 capture (PCC) plants considering necessary operational parameters such as flue gas temperature, 
pressure, as well as amine composition and absorber solvent temperature. The model was developed using 
available data from literature for different amine compositions and concentrations. Of the total data, 15% was used 
for testing and 5% for validating with the rest for training. The obtained results showed that the Narrow Neural 
Network was able to generate energy requirements with a nearly perfect match between experimental and predicted 
values. 

Keywords: CO2 capture, Artificial Neural Network, Optimization, Solvent, Regeneration Energy. 

 

1. INTRODUCTION 

Anthropogenic CO2 emissions, primarily from burning fossil fuels and industrial processes, have been 
identified as a significant contributor to global warming and climate change [1]. These emissions have led to 
intense debates and concerns about the consequences of rising global temperatures [2]. To address this critical 
issue, it is imperative to explore innovative approaches to carbon capture, such as the post-combustion CO2 
Capture (PCC) process, which holds substantial promise for substantially reducing CO2 emissions significantly 
[3].  

From the various PCC technologies, some of the most widely used ones are absorption [4], adsorption  
[5], and membrane separation [6]. Post-combustion CO2 (PCC) absorption technologies fall into two main 
categories: chemical absorption and physical absorption. Over many years, chemical absorption has established 
itself as the most dependable method in the market, recognized for its cost-effectiveness, efficiency, and broad 
applicability[7]. Typically, a chemical absorption system is built on three primary components: solvent, absorber, 
and stripper. Flue gases generated from various CO2 emitters, such as from coal power plants, are in contact with 
the lean solution in the absorber. Subsequent absorption of the CO2 on the lean solvent takes place, thereby 
reducing the concentration of CO2 in the exhaust gases. From here the CO2 ridden lean solvent is passed to the 
stripper which restores the solvent-rich CO2, and the renewed light solution is returned to the absorber. The 
compressed CO2 is returned to the top of the stripper[8]. Many researchers considered that using amines as the 
reactive chemical solvents for post-combustion CO2 capture is often seen as the best technology to tackle the 
elevated levels of CO2 emissions [9], [10]. Amines are considered as the most mature and advanced option among 
the different reactive solvents under investigation for post-combustion CO2 capture (such as hot potassium 
carbonate, chilled ammonia, and ionic liquid[11]. Amines have different categories encompassing primary, 
secondary, or tertiary which have different reaction pathways of CO2 absorption. Typically, monoethanolamine 
(MEA) (primary amine) is the chemical absorbent most employed in industrial applications[7].  

Nevertheless, this process is energy intensive [12], [13], with 3.5–4.5 MJ of heating requirement per kg 
of captured CO2 [14], thus research into reducing and optimizing the energy consumption of the amine-based 
absorption technology is widespread [15]. The energy-intensive nature of PCC necessitates a deeper 
understanding and optimization, a task where machine learning and artificial intelligence algorithms can play a 
pivotal role [10]. These sophisticated tools enable a comprehensive analysis of the myriad parameters influencing 
the process, including temperature, pressure, humidity, and solvent usage. Such tools may be used to generate 
efficiency models and allow for real-time monitoring of parameters. Artificial Neural Networks (ANN) are becoming 
increasingly popular for predicting various properties in the CO2 capture process given that they can process a 
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variety of parameters which may be formulated rapidly. Therefore, the objective of this study is to develop an 
Artificial Neural Network (ANN) model for optimizing the solvent regeneration energy in the PCC process and to 
enhance the energy efficiency of the process through the utilization of an ANN model. This model focuses on real-
time monitoring and optimization of PCC plant processes, considering crucial operational parameters such as flue 
gas temperature, pressure, amine composition, and absorber solvent temperature. 

2. DATA COLLECTION & METHODOLOGY 

The data used for training the neural network in this study was collected from several studies[16]–[19] focused 
on optimising the regeneration energy for the post-combustion CO2 capture process with respect to the amine 
concentration, in GJ/tonne CO2. 12 input parameters were used for the model: amine type, amine composition 
(wt. %), amine flow rate (l/min), lean amine flow rate (L/min), lean loading solvent (mol CO2/ mol MEA), absorber 
solvent temperature (oC), flue gas temperature (oC), flue gas flow rate (kg/h), as well as the flue gas compositions 
with respect to CO2, SO2, NOx, and O2 (wt. %) in ppm. A 3:1 ratio was maintained between the testing and 
validation datasets.  

Input data were arranged in a matrix and input to MATLAB via the Regression Learner App. A total of 1560 
observations were used, of which 15% was used for testing and 5% for validation. A cross-validation approach 
was used for protection against cross-fitting. The iteration limit was set at 1000, with a ReLu activation for both 
the narrow and wide neural network.  

The analysis followed a comparative approach between the narrow and wide neural networks given that 
narrow networks are better suited for less complex datasets while wide neural networks are better suited at 
optimising complex datasets, thus optimisation of both types of neural networks ensure that the developed model 
may be used for small-scale as well as large-scale plant operations. The networks were first trained using a 
Levenberg–Marquardt (LM) algorithm and then further optimised using a Bayesian regularisation method thus 
ensuring the generalisation of the prediction capacity of the model on unseen data. Optimisation using Bayesian 
regularisation was done using 10 hidden layers with 15% of the data randomly allocated for testing and 5% for 
validation.  

3. RESULTS AND DISCUSSION  

Optimisation values from both the Narrow Neural Network (NNN) and Wide Neural Network (WNN) 
demonstrated an almost perfect response between the predicted values vs actual values for the regeneration 
energy using the LM algorithm, as depicted in figures 1 and 2.  

 

Figure 1 - Predicted response vs. True response of NNN. 

NNN demonstrated an almost perfect response between the predicted and actual response. The model 
displayed high accuracy of validation with an RMSE (Validation) value of 0.0012322 and R-squared (Validation) 
of 1.  
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Figure 2 - Predicted response vs Actual response of WNN. 

Similarly, WNN displayed high accuracy with the validation values with an RMSE (Validation) value of 
0.010574 and R-Squared (Validation) of 1.  

 

Figure 3 - Testing accuracy via Bayesian Regularisation. 

Optimisation results from Bayesian regularisation generated an R-squared testing and validation value of 1 
with a testing MSE value of 6.3397 e-13.  

Thus, with such high accuracy between the predicted and actual response, such a neural network may be 
optimised and applicable for predicting, and subsequently optimising values for PCCC regeneration energy. 
Furthermore, the optimised performance results generated from Bayesian regularisation provide the insight that 
the model would perform with a high accuracy for unseen data, thereby making it extremely useful for new PCC 
industrial applications.  

4. CONCLUSION 

This study presented a neural network optimisation framework for Post-Combustion CO2 Capture process 
regeneration energy with respect to amine composition. The optimisation followed a comparative approach 
between an NNN and WNN. Both models displayed high accuracy between the predicted response vs actual 
response. With perfect R-Squared validation values of both models, it can be concluded that such a model is 
applicable for predicting regeneration energy values for both pilot-scale as well as large-scale applications of the 
PCC capture process. Results from the Bayesian regularisation proved the model’s accuracy in predicting 
responses for unseen data, thereby accounting for the model’s generalisation on new applications of the PCC 
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process. It is thus imperative for the sustainable future of reducing emissions from industrial applications that such 
models be developed and optimised before the implementation of any CO2 capture facility so the energy intensity 
of the process may be optimised.  
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ABSTRACT  

H2-rich syngas produced from the renewable-driven co-electrolysis of H2O and CO2 utilizing solid oxide 

electrolysis cells (SOEC) have gained huge attraction because of the efficient and high conversion rate. 

It further delivers opportunities to reduce global warming and CO2 emissions by storing periodic renewable 

energies. Solar-integrated co-electrolysis of H2O and CO2 via SOEC is considered in the present study to 

produce H2-ric syngas, which is used further for methanol synthesis after a series of heat exchangers and 

compressors. More specifically, parabolic dish solar collectors and photovoltaic modules deliver thermal 

energy and electricity to the SOEC, respectively. CO2 from the industry is captured for co-electrolysis and 

mixed with steam at the inlet of SOEC. The proposed system is developed and modeled in an engineering 

equation solver, considering mass, energy, and exergy balance equations. The performance of the 

system is examined by varying certain influential parameters such as direct normal irradiance, heat 

exchanger effectiveness, current density, cell temperature, and pressure. Solar-to-fuel efficiency and 

methanol production of the proposed system is 24.27% and 37.85%, respectively. The exergy destruction 

rate of the system components is investigated to find out the component with maximum irreversibility. In 

addition, the levelised cost of fuel and payback period of the system is calculated by economic analysis.   

Keywords: Solid oxide electrolysis, H2-rich syngas, Methanol production, Co-electrolysis, Solar dish, 

Photovoltaic. 

INTRODUCTION 

Methanol production from renewable energy sources with co-electrolysis in high-temperature 

electrolysers promotes a promising way to handle massive electricity storage and carbon capture and 

utilization issues. Methanol is an important chemical, which is produced globally and can be utilized as 

a fuel in direct methanol fuel cells and IC (internal combustion) engines [1]. Furthermore, it can be 

utilized as a raw material for the synthesis of gasoline, Olefins and other chemicals. High-temperature 

solid-oxide electrolysis is an efficient technology that uses renewable energy and convert CO2 into 

syngas with the required H2 and CO ratio via co-electrolysis of CO2 and H2O. SOEC delivers higher 

electrical efficiency and space of heat integration with the downstream process as compared to low-

temperature electrolysis. The previous research work has been proven that the co-electrolysis of H2O 

and CO2 via SOEC produces syngas, convenient for the chemical product synthesis and can be named 

power-to-chemical process (PtC) [2]. Renewable electricity-based co-electrolysis is crucial to the 

commercialization of the power-to-methanol (PtM) process as initially, it harvests electricity into syngas 

viah co-electrolysis and then into methanol through syngas methanolization. The integration of 

exothermic methanol synthesis process with SOEC is important to evaluate the overall process 

performance specifically, outlet temperature, voltage, current density and operating pressure [3]. In 

addition, exergo-economic analysis of the proposed system includes economic feasibility, levelised fuel 

cost, and exergy cost and these have significant influence on the methanol production life cyle 

assessment and payback period time. To the best knowledge of the authors,the existing literature lack 

the comprehensively assessment in terms of energetic, thermodynamic and exergo-economic 

evaluation of renewable methanol production integrated by high temperature SOEC. Therefore, 

investigation of a renewable-based methanol system with the co-electrolysis of CO2 and H2O in a SOEC 

from the techno and exergo-economical points is addressed in the present study.  
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SYSTEM DESCRIPTION 

Fig. 1 shows the line diagram of the proposed solar-based methanol production unit integrated with co-

electrolysis SOEC unit. It includes parabolic dish collectors and PV arrays for thermal energy and DC 

power supply to the electrolyzer, respectively. In addition, heat exchangers, compressors and methanol 

production units are the required sub-systems. Solar irradiance provides the required thermal energy 

to the steam at the inlet of the cathode, while PV modules provide electricity to the electrolyte. On the 

other side, CO2 is captured, compressed and mixed with the high-temperature steam just before SOEC 

inlet.  The produced syngas (CO, H2) is cooled in the heat exchanger and fed to the flash drum, while 

O2 flows across the membrane and exits from the anode side. After that, H2-rich syngas gets 

compressed in multi-stage compressors and pure methanol is achieved in distillation column. The 

design input parameters of the proposed system is listed in Table 1.  

 

 
 

Fig. 1. Solar-integrated co-electrolysis using SOEC for methanol production 

 

METHODOLOGY AND ANALYSIS 

This section provides details on the governing equations used for the thermodynamic and exergo-

economic analysis of the proposed SOEC-based co-electrolysis for the methanol production system. The 

system is modelled in the engineering equation solver (EES) considering mass, energy and exergy 

balance equations [4].  

�̇� − �̇� = ∑(�̇� ∙ ℎ)𝑖𝑛 − ∑(�̇� ∙ ℎ)𝑜𝑢𝑡         (1) 

∑ �̇�𝑖𝑛 − ∑�̇�𝑜𝑢𝑡 = 0          (2) 

𝐸�̇�ℎ𝑒𝑎𝑡 − �̇� = ∑(�̇�. 𝑒𝑥)𝑖𝑛 − ∑(�̇�. 𝑒𝑥)𝑜𝑢𝑡 + 𝐸�̇�𝑑𝑒𝑠𝑡        (3) 

The energy conversion efficiency of the PV module will be calculated as [5]: 

휂𝑒𝑛 =
𝑃𝑚𝑎𝑥

𝐴×𝐺𝑏
                 (4) 

The collector thermal and exergy efficiencies can be defined by the following equation [6]. 

휂𝑡ℎ = �̇�𝑢/�̇�𝑠𝑢𝑛           (5) 

휂𝑒𝑥 = 𝐸�̇� 𝑢/𝐸�̇�𝑠𝑢𝑛           (6) 

Solar-to-fuel efficiency can be computed as: 

휂𝑆𝑡𝐹 =
𝐿𝐻𝑉𝑀𝑒𝑡ℎ𝑎𝑛𝑜𝑙×�̇�𝑀𝑒𝑡ℎ𝑎𝑛𝑜𝑙

�̇�𝑠𝑢𝑛
          (7) 
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Table 1. Design parameters of the proposed system 

Parameter Value 

SOEC area (m2) 0.53066 

PV array area (m2) 43.66 

Solar dish area (m2) 6.45 

Heat exchanger area (m2) 0.010621 

Solar thermal power (kW) 4.724 

Solar PV power (kW) 10.917 

SOEC power (kW) 3.909 

Solar irradiance (W/m2) 1000 

 

RESULTS AND DISCUSSION 

The current work concentrates on the investigation of solar methanol production integrated with co-

electrolysis via SOEC. Major influential operating parameters are DNI, SOEC temperature, pressure, 

and current density, while solar-to-fuel efficiency, SOEC efficiencies, levelized cost of fuel and cell 

potential are the desired performance parameters. Fig. 2 shows the variation in the solar-to-fuel 

efficiency and methanol production against rise in the direct normal irradiance (DNI) value. Both 

performance parameters increase from 14.17% to 24.27% and 12.83% to 37.85%, respectively with 

rise in the DNI from 500 to 1000 W/m2. It is due to the increase in the useful thermal energy from solar 

collector at higher DNI.  In addition, impact of SOEC operating temperature on the cell potential and 

SOEC efficiency is plotted in fig. 3. The cell potential is reduced to almost 38.41% due to the decrease 

in activation and ohmic over-potential is more influential than increase in the concentration over-

potential at higher temperatures. This is the main reason that over-potentials are less at higher 

temperatures. In addition, SOEC efficiency is noticed to be increase in parabolic way (increase from 

43.54% to 84.5%) with rise in the SOEC temperature as efficiency is proportional to the current density, 

which will increase the efficiency.  

 

 
Fig.2. Effect of DNI on solar-to-fuel efficiency and methanol production. 
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Fig. 3. Impact of electrolyser operating temperature on cell potential and SOEC efficiency. 

 

CONCLUSIONS 

The renewable methanol synthesis utilizing co-electrolysis via SOEC technology is an efficient and 

promising energy storage technology because hydrogen generated from surplus electricity can be used 

to produce various hydrocarbon fuels after combined with CO2 captured from different industrial sectors. 

The present work evaluates a solar-based methanol production using CO2 and H2O co-electrolysis via 

high temperature SOEC. Aim is to investigate the thermodynamic, techno and exergo-economic aspects 

of the proposed system. Findings of the study can be summarized as: 

• Solar-to-fuel efficiency and methanol production of the proposed system is 24.27% and 37.85%, 

respectively and both performance parameters increase linearly as DNI will enhance. 

• The variation in the current density has positive effect on the SOEC efficiencies, solar-to-fuel 

efficiencies and methanol production rate.  

• The cell potential decreases with rise in the SOEC temperature, while SOEC efficiency shows a 

positive trend against the temperature.   
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ABSTRACT 

This study presents a membraneless electrolysis system for hydrogen production. The system leverages 

fluidic forces to separate gases in electrochemical processes, offering an alternative to membrane 

separation. Membraneless electrolysis design is more tolerant to impurities in feed water, simplifying the 

process and reducing costs. The study introduces a unique electrolysis unit, where water is distributed 

between the anode and cathode through a specially designed layer. This layer, created using 3D printing 

technology with tough polylactic acid (PLA), ensures continuous flow and increased gas purity by 

preventing the mixing of oxygen and hydrogen gases. The system's performance, including 

electrochemical response and gas purity, was tested. Preliminary results show promising efficiency and 

scalability potential, despite challenges like ohmic losses and less efficient gas separation attributed to 

membraneless electrolysers compared to membrane systems. Current density of the system for 15% 

KOH solution was 100, 188, 318, 470 mA/cm2 for 4V, 6V, 8V, and 10V, respectively. 

Keywords: Hydrogen production, electrolysis, membraneless, 3D Printing. 

INTRODUCTION 

The relationship between human development, energy consumption and climate change are the key 

focus for sustainable development. Human development often means more energy demand. In 2021, 

a significant 82% of the global electricity demand still be met by using fossil fuels [1]. Although the 

renewable share is on the rise, it also poses new challenges. Surplus electricity production and 

counterbalancing the peak-hour demand is a challenge to be addressed for renewable and nuclear 

energy production methods. Hydrogen is emerging as an energy storage method, especially for storing 

excess electricity generated from renewable energy sources [2]. Hydrogen with its high energy content 

is an ideal method for storing energy. Today, 95% of hydrogen production comes from fossil fuels [3]. 

However, as a result of climate agreements, the research and use of electrolysis technologies using 

renewable energy as a source has increased. Currently, commercial electrolysis technologies consist 

of alkaline and proton electrolyte membrane electrolysis methods. Those methods employ physical 

barriers between the anode and cathode to separate the oxygen and hydrogen evolution inside the cell 

to prevent mixing these gases. Increased concentration of oxygen in hydrogen feed, or hydrogen in 

oxygen feed poses risk of explosion under operating conditions. Membrane utilization requires rare 

earth catalysts like platin and iridium, which also increases the costs and life cycle footprint of produced 

hydrogen. 

Membraneless electrolysers take advantage of the fluidic forces to separate gases produced in 

electrochemical processes instead of solid barriers. Membraneless electrolysis devices are more 

tolerant to impurities in the feed water that can cause problems in membranes, and the absence of 

membranes simplifies the process and reduces manufacturing and assembly costs [4]. However, when 

the membrane electrode assembly is removed from the electrolysis system, the distance that the ions 

must travel is limited to the distance between the two electrodes. This results in ohmic losses and an 

increase in the applied voltage. Also, separation of the gases is not efficient as in the membrane 

systems [5]. In this study, a membrane-less electrolysis system has been designed. In this system, 

water enters the system through a distributing layer placed between the anode and cathode. The 

distributor, with its small holes, carries water to the anode and cathode compartments. As the flow is 
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continuously maintained, it becomes more difficult for oxygen and hydrogen gases to combine, resulting 

in the increased purity of the gases. 

MATERIALS AND METHODS 

Designed electrolysis unit was given in Figure 1(a). Stainless steel (316L) electrodes with an active 

area of 5 cm² were used as both anode and cathode. Flow distributor layer was printed by using an 

Ultimaker S7 3D printer with tough polylactic acid (PLA). PLA has adequate compressive strength and 

chemical stability thus it is considered suitable for this study.  

 

 

(a) (b) 
Figure 1. (a) Schematic view of the designed reactor, (b) experimental setup. 

Water with varying concentrations of potassium hydroxide (KOH) fed the system through distribution 

layer and produced gases collected using apparatus given in Figure 1(b). Electrochemical response of 

the system was observed with a Gamry Reference 3000 potentiostat. Purity of the produced gas was 

measured with Cubic-Ruiyi Gasboard 3100 gas analyser. 

RESULTS AND DISCUSSION 

The system responses obtained in the studies with pure water are presented in Figure 2(a). The specific 

power consumption of the system was obtained as 52 kwh/kg H2 for 3V. At a KOH concentration of 

15%, the current density of the system was 100, 188, 318, 470 mA/cm2 for 4V, 6V, 8V, and 10V, 

respectively. 

  

(a) (b) 
Figure 2. (a) Current response of the electrolyser module with varying voltages (b) current density with varied 

applied potential 
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CONCLUSIONS 

The study aims to develop a membrane-less electrolysis system for hydrogen production, by using 3D 

printing technology to design internal parts of the unit. Design of the electrolysis unit utilizes a flow 

distributor between the anode and cathode that helps effectively separating hydrogen and oxygen 

gases, thereby enhancing gas purity. The specific power consumption of the system, evaluated under 

various conditions, indicates its efficiency and potential for scalability. However, challenges such as 

ohmic losses and less efficient gas separation compared to membrane systems are identified, 

suggesting areas for future improvement. Overall, this study contributes to the ongoing efforts in 

sustainable energy production, particularly in the context of hydrogen as a renewable energy storage 

method, and highlights the importance of innovative approaches. 
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ABSTRACT  

Solid oxide electrolysis (SOE) can achieve remarkable efficiency by utilising significant amount of thermal energy. 

The present study introduces a Metal Hydride (MH) compressor to compress hydrogen generated by SOE. The 

integrated two-stage MH compressor in this study, effectively elevates H2 pressure to 350 bar in two steps. The first 

stage increases the pressure up to 100 bar after which the hydrogen is partially taken for further compression. One 

half is further compressed to 350 bar whereas the another half can be used for power generation during high 

electrical energy demand. The compression up to 350 bar is achieved using a heat transfer fluid at approximately 

140°C for heating and 20-40°C for cooling. Energy and exergy analysis of the overall system post the integration of 

the MH compression unit is assessed. The study delves into how critical operating parameters—such as operating 

temperature, current density, supply pressure, absorption, and heat source temperature—affect the system's energy 

and exergy efficiency. It was observed that under specific operating conditions, the energy efficiency of SOE alone 

is approximately 60.57%. This efficiency increases to 66.5% after the system is integrated to the MH compressor.  

Keywords: Solid Oxide Electrolyser, Hydrogen storage, Metal Hydride hydrogen Compressor, Energy and 

Exergy investigation, Thermodynamic assessment. 

INTRODUCTION 

In light of their environmental drawbacks and significant carbon emissions, fossil fuels remain dominant, providing 

nearly 80% of global primary energy. Global fossil fuel usage has historically risen with economic growth since 

the Industrial Revolution. Shifting this pattern will be a pivotal moment in energy history. In the Stated Policies 

Scenario, fossil fuels will decrease from about 80% to just above 60% of the global energy mix by 2050, leading 

to a gradual decline in global CO2 emissions from 37 billion to 32 billion tonnes per year by 2050 [1]. Given the 

finite nature of these resources, there is a growing imperative to explore alternative energy solutions. Renewable 

energy sources like solar, wind, and geothermal power offer promising alternatives to finite fossil fuels. However, 

a significant drawback of these resources is their intermittent nature, leading to the need for effective energy 

storage solutions to bridge the gap between production and demand. In this context, hydrogen emerges as a 

compelling alternative to fossil fuels [2–5]. 

Previous research on hydrogen refuelling stations has predominantly focused on using alkaline electrolyzers for 

hydrogen production and mechanical compressors to elevate hydrogen pressure. The studies till now have not 

considered the scope of utilizing thermally driven compressors as an option to store renewable energy. More 

specifically, the potential of using SOE for hydrogen production and its integration with metal hydrides is rarely 

explored. Existing literature covers aspects of solar-driven hydrogen generation and high-pressure storage 

systems. Still, it needs studies on the proposed integrated system, which combines energy production, storage, 

and compression through thermal compression. Thus, this study evaluates the thermodynamic performance of a 

high-temperature SOE unit that independently produces hydrogen and oxygen from water and electricity, 

employing thermodynamics to assess overall system performance. Energy and exergy assessments are of equal 

significance in high-temperature SOE. A thermodynamic examination of SOE is instrumental in discovering the 

origins of energy and exergy loss. This, in turn, facilitates the enhancement of SOE plant design to achieve 

improved efficiency. This paper presents an intricate energy and exergy analysis focused on an integrated 

hydrogen storage system based on hydrogen production through SOE. It also stores high-pressure storage using 

a metal hydride-based compressor for refuelling stations. Furthermore, because hydrogen is a key fuel for fuel 

cells, the system suggests using it in fuel cells to produce electricity and heat. 
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DESCRIPTION OF THE RENEWABLE ENERGY STORAGE SYSTEM AND SYSTEM MODELLING 

 
 

Fig. 1. Schematic representation of the hydrogen storage concept incorporating a SOE and MHC system. 

 

System Energy and Exergy efficiency 

The energy and exergy efficiency of the overall system can be evaluated based on some important performance 

indexes, as discussed below. The energy efficiency can be calculated by considering the heat absorption from the 

MH compression system during the overall energy release. Moreover, the total thermal requirement is also 

considered in the efficiency evaluation. The work of compression achieved by utilizing thermal compression is added 

to the numerator, which improves the system's overall energy efficiency. The overall energy efficiency considering 

all the factors is given by 

휂
𝑒𝑛,𝑠𝑦𝑠

=
(𝐿𝐻𝑉.𝑁𝐻2,𝑜𝑢𝑡)+𝑊𝑐𝑜𝑚𝑝 +𝑄𝑀𝐻,𝑎𝑏𝑠
𝑊𝑒𝑙 +𝑄𝑆𝑂𝐸,ℎ𝑒𝑎𝑡 +𝑄𝐻2𝑂,ℎ𝑒𝑎𝑡 +𝑄𝑡

 
(1) 

On the other hand, the exergy efficiency of the renewable energy storage system based on SOE can be evaluated 

using 

휂
𝑒𝑥,𝑠𝑦𝑠

=
𝐸�̇�𝐻2 . �̇�𝐻2,𝑜𝑢𝑡 +𝑊𝑒𝑙 +𝐸�̇�𝑀𝐻,𝑎𝑏𝑠

𝐸�̇�𝑊𝑒𝑙
+𝐸�̇�𝑆𝑂𝐸,ℎ𝑒𝑎𝑡 +𝐸�̇�𝐻2𝑂,ℎ𝑒𝑎𝑡 +𝐸�̇�𝑡

 
(2) 

RESULTS AND DISCUSSION 

 
Fig.  2. Energy and exergy efficiencies for electrolyser and overall system (electrolyser+MHC). 

 

Fig.  2 represents the proposed system's theoretical results of energy and exergy investigations. Energy analysis 

shows that the maximum energy efficiency of the system is calculated to be 60.57%, and it does not account for 

the amount of work of compression obtained as a result of the thermal compression process. However, with the 

integration of MH compression, the system's overall energy efficiency experiences a significant improvement, as 

depicted in Fig.  2. Following the incorporation of MH compression, the energy efficiency increases to 66.50%, 

marking a remarkable enhancement of approximately 9.8%. This improvement underscores the key role of MH 

compression in boosting the system's overall energy efficiency. On the other hand, the value of exergy efficiency 
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is found to be around 68.7%. When the compression effect is added to the exergy efficiency, the value rises by 

12.78% to reach 77.47%. 

 
Fig.  3 (a) Energy efficiency for electrolyser and overall system (electrolyser+MHC) at different supply pressures, 

(b) Exergy efficiency for electrolyser and overall system (electrolyser+MHC) at different supply pressures. 

 

Fig.  3 (a) shows the influence of supply pressure on the system's energy efficiency. The figure represents the 

comparative analysis of the system with SOE efficiency evaluated to be 60.56% at a current density of 0.5 A/m². 

The supply pressure does not influence the SOE energy efficiency, as can be seen in Fig. 3 (a). As the supply 

pressure increases from 2 to 8 bar, the energy efficiency of the overall system is found to reduce from 67.48% to 

65.6%. The energy efficiency after considering the absorption heat from the MH compression system results in 

an 11.43% increment. The change in exergy efficiency with an increase in the supply pressure of the MH 

compressor from 2 to 8 bar is shown in Fig. 3 (b). It shows that as the supply pressure rises, the exergy efficiency 

decreases from 78.98% to 76.37%. The overall system's exergy efficiency is improved compared to the exergy 

efficiency evaluated when the SOE was considered only for hydrogen production. Previously, the SOE efficiency 

was observed to be 68.69% at a current density of 0.5 A/cm². It is improved by around 15% after incorporating 

the compression unit with the electrolyser. 

 

CONCLUSIONS 

• Influence of key operating parameters, such as temperature, current density, supply pressure, absorption and 

heat source temperature, on the system's energy and exergy efficiency. 

• By employing a combination of V40Ti21.5Cr38.5 and V70Ti7Cr23, it's possible to achieve hydrogen 

compression, raising the pressure from 2-8 bar to 350 bar, with an absorption temperature of 293-308K and a heat 

source temperature of 393-408K. 

• The energy efficiency of the SOE system was about 60.57%. Integration of MH compression results in a 

significant increase, raising energy efficiency to 66.5%. 

• The SOE system's exergy efficiency was originally measured at 68.69%. When considering compression work 

and absorption heat from the MH tank, exergy efficiency improves substantially to 77.47%. 
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ABSTRACT 

This study introduces an innovative approach to address the dual challenges of water scarcity and energy 

demand. The proposed integrated system combines electrodialysis with monovalent selective 

membranes (ED-MSMs) and ion-exchange resins (IEX-R) to produce hydrogen gas and nutrient-rich 

solution from seawater simultaneously. ED-MSMs selectively transport monovalent ions over multivalent 

ions, effectively removing salt and generating a nutrient-rich solution. To enhance the desalination 

process, IEX-Rs are strategically incorporated to capture magnesium and calcium ions, preventing 

membrane fouling and electrode scaling. The system demonstrates promise in addressing critical 

challenges by utilizing abundant seawater as a feedstock for valuable product generation. The generated 

hydrogen, a clean and renewable energy carrier, can be used for various applications. The results show 

a net energy consumption of 11.19 kWh/m3 of seawater and a hydrogen production rate of 8.4 mmol/h. 

This integrated system holds immense potential for sustainable agriculture practices and a resource-

efficient future, leveraging the capabilities of ED-MSMs and IEX-Rs. 

Keywords: Hydrogen Energy, Ion exchange resins, Membrane fouling, Sustainability. 

 

INTRODUCTION 

The dual challenges of water scarcity and energy demand necessitate the development of innovative and 
sustainable solutions. In this regard, electrodialysis (ED) with monovalent selective membranes (MSMs) 
and ion-exchange resins (IEX-R) has emerged as a promising technology for simultaneously producing 
hydrogen gas and nutrient-rich solution for plants while effectively mitigating membrane fouling, and 
electrode scaling caused by divalent ions. This integrated approach offers a promising strategy to address 
these critical challenges by utilizing seawater (SW), an abundant and readily available resource, as the 
feedstock for generating valuable products. A study by Alshebli et al. [1] shows the ability to produce 
Hydrogen (H2) gas while desalinating saline water using ED system. Another study was done by Alshebli 
et al. [2] for Boron (B) and Lithium (Li) recovery from aqueous solutions and hydrogen production using 
ED assisted with IEX-R. 

Electrodialysis (ED) is a mature and efficient desalination technology that utilizes stacked anion-
selective and cation-selective semi-permeable membranes. Cation exchange membranes (CEMs) allow 
cations to pass while blocking anions, while anion exchange membranes (AEMs) allow anions to pass 
while blocking cations. Under the influence of an electric field, anions and cations migrate toward the 
anode and cathode, respectively, through the ion-exchange membranes. This process segregates ions 
from the saline water into the concentrate stream [3]. ED has been employed for various applications, 
including wastewater treatment in the electroplating industry, desalination of rejected brine, and 
desalination of water and wastewater [4,5]. According to Al-Amshawee et al. [5], ED desalination capacity 
worldwide accounts for approximately 4 %. 

The ED system's primary advantages include handling high salt concentrations due to its high 
recovery rate and low propensity for fouling [3,6]. However, as feed stream salinity increases, so does the 
ED system's energy consumption. Recent research has focused on minimizing ED cell energy 
consumption. Nam and Choi [7] significantly reduced ED cell operating voltage by employing Bi/BiOCl 
electrodes. Electrical energy consumption by the ED system has been reported in various studies to range 
from 4 – 8 kWh/m3 [8–10]. In contrast, Mir and Bicer [11], reported higher electrical energy consumption 
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values for seawater desalination using the ED process (10 – 25 kW/m3) and brackish water desalination 
(0.4 – 4 kW/m3). Al-Amshawee et al. [5], reported an energy consumption of 1 – 12 kWh/m3 for the ED 
process. ED-MSMs are characterized by their ability to selectively transport monovalent ions over 
multivalent ions, making them ideal for desalination applications. In the context of the integrated system, 
ED-MSMs are employed to remove salt (NaCl) from SW, effectively producing nutrient-rich solution. To 
further enhance the desalination process and ensure the production of a nutrient-rich hydroponic solution, 
IEX-Rs are strategically incorporated into the system. These resins are strategically positioned at the 
cathode electrode to selectively capture magnesium and calcium ions that may have leaked from the 
diluate stream to prevent membranes fouling and electrode scaling. The study of Alshebli et al. [2] shows 
that 95 % and 99.5 % of B and Li removal efficiency, respectively, could be achieved using ED-MSMs 
system assisted with IEX-R. 

Hydrogen gas is produced at the cathode side and captured in a measuring cylinder. The 
generated hydrogen, a clean and renewable energy carrier, can be utilized for various applications, 
including power generation, transportation, and industrial processes. Alshebli et al. [1,2] show that 118.8 

mg H2/h·kg Na2SO4, and 13.55 mmol/h of H2 can be produced using ED system in addition to desalination 
and ion recovery processes. The proposed integrated system holds immense potential in addressing the 
pressing challenges of water scarcity and energy demand while promoting sustainable agriculture 
practices. By harnessing the power of ED-MSMs, and IERs, this system paves the way for a more 
sustainable and resource-efficient future. Alshebli et al. [12] designed and analyzed an integrated system 
to recover the required nutrients from saline groundwater and produce a nutrient-rich solution with an 
overall energy and exergy efficiency of 16.1 % and 13.4 %, respectively. The energy consumption 

consumed by Alshebli et al. [1] is 9.9 kWh/m3 to produce 118.8 mg H2/h·kg Na2SO4 and desalinate Na2SO4 
solution from an initial conductivity of 21 mS/cm to 1 mS/cm. Furthermore, the energy consumption 
consumed by Alshebli et al. [2] is 6.1 kWh/m3 to recover 95.1 % and 99.5 % of B and Li from aqueous 
solution, respectively. By integrating electrodialysis with monovalent selective membranes (ED-MSMs) 
and ion-exchange resins (IEX-Rs), this study presents a novel approach that simultaneously produces 
hydrogen gas and nutrient-rich solution from seawater, effectively tackling the dual challenges of water 
scarcity and energy demand. 

MATERIALS AND METHODS 

As showing in Figure 1, between the anode and cathode electrodes, there is an arrangement of 
membranes that selectively allow monovalent ions to pass through. Monovalent ions like sodium (Na+), 
chloride (Cl-), and potassium (K+) move through these specialized membranes from the input diluate 
stream to the monovalent concentrate stream. In contrast, divalent ions such as magnesium (Mg2+), 
calcium (Ca2+), and sulfate (SO4

2-) remain in the diluate stream. Some of Mg2+ and Ca2+ ions leak through 
the MSM and move toward the cathode electrode to scale on the electrode and membranes surface which 
cause membranes fouling. Therefore, IEX-R are strategically positioned at the cathode electrode to 
selectively capture these leaked ions and prevent membranes fouling and electrode scaling. In addict, to 
maintain electrical conductivity within the electrodialysis (ED) cell, an electrolyte solution is used. Sodium 
sulfate (Na2SO4) is commonly used as the electrolyte solution, although sodium chloride (NaCl) can be 
employed in specific applications. It's important to note that when NaCl is used as the electrolyte solution, 
highly reactive chlorine gas (Cl2) is generated at the anode, posing a potential risk to the ion-exchange 
membranes. Ultimately, hydrogen gas (H2) is produced at the cathode compartment and collected in a 
graduated cylinder. Different voltages are applied to the system as follow 8, 6, and 4 V, to desalinate 0.25 
L of seawater and to study the amount of H2 produced and the desalinating efficiency. During the 
experiment the conductivity, pH, resistivity, and TDS are measured. Finally, the nutrients-rich solution is 
tested and characterized to check the remaining ions concentrations in the produced solution. 
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Figure 1 ED-MSM-IEXR System description diagram. 

RESULTS AND DISCUSSION 

The following figures show the measured results of conductivity (mS/cm), pH, resistivity (ohm-cm), and 
H2 volume (mL), during the experiment as shown in Figure 2 a, b, c, and d, respectively. The conductivity 
of diluate (Di) stream is decreasing during time because the ions are moved and transferred through the 
membranes toward the concentrate (Con) stream, while the electrolyte conductivity remain constant 
because of the catholyte, and anolyte streams are mixed in the same containers (see Figure 2 (a)). The 
pH of the Di stream slightly increases during the experiment while the Con stream pH decreases because 
of the formation of HCl acid, when the Ele stream pH remain constant even with the formation of OH- and 
H+ ions (see Figure 2 (b)).  
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(c) (d) 

Figure 2 Experimental results (applied voltage = 4 V). 

As shown in Figure 2 (c), the relation between the resistivity and conductivity is inversely 
proportional. Therefore, when the conductivity decreases, the resistivity increases; higher resistivity 
means it is more resistant to the flow of electric current. In other words, it takes a higher electric field to 
push the same amount of charge through a material with higher resistivity. This is because the atoms and 
molecules in the material are more tightly packed together, making it more difficult for electrons to move 
through them. Figure 2 (d) describes the amount of H2 produced during the experiment time, the total 
amount of H2 gas collected is 580 mL in 180 minutes.  

Figure 3 shows the energy consumed during the process with and without the contribution of H2 
energy. For example, the total energy consumed while applying 8 V without H2 contribution is 42.08 
kWh/m3 of seawater, while with the H2 contribution, the net consumed energy decreases to 34.23 kWh/m3 
of seawater. The amount of energy contributed by H2 energy varied from 6 to 8 kWh/m3 of seawater. In 
addition, the H2 production rate are 17.45, 11.60, and 8.43 mmol/h while applying 8, 6, and 4 V, 
respectively. 

 

contribution. 2Energy consumption and H 3Figure  

 

CONCLUSIONS 

This study introduces a new approach to tackle the interconnected problems of water scarcity and energy 
demand. The proposed integrated system, consisting of ED-MSM and IEX-Rs, provides a dual solution 
by simultaneously producing hydrogen gas and a nutrient-rich solution from seawater. ED-MSMs 
selectively transport monovalent ions, effectively desalinating the water and generating a nutrient-rich 
solution. Moreover, IEX-Rs prevent membrane fouling and electrode scaling by capturing magnesium and 
calcium ions, improving the overall desalination process. 

This innovative system offers promising solutions to critical challenges by utilizing abundant 
seawater as a valuable resource for product generation. The produced hydrogen, a clean and renewable 
energy carrier, holds the potential for diverse applications. The study's results, with a net energy 
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consumption of 11.19 kWh/m3 of seawater and a hydrogen production rate of 8.4 mmol/h, highlight the 
efficiency of the integrated system. With potential applications in sustainable agriculture and a resource-
efficient future, this integrated approach, driven by ED-MSMs and IEX-Rs, represents a significant step 
toward a more sustainable and resilient global ecosystem. 
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ABSTRACT 

Food waste including production, supply chain, and consumption, contributes greenhouse gas (GHG) 
emissions towards global warming. To reduce the risk of global warming, the valorization of food waste 
for energy production and sustainable agricultural byproducts to reduce fertilizer demand is a major 
concern worldwide. One of the nutrient recovery techniques involves the dark fermentation method to 
generate hydrogen (H2) gas, which serves as a clean energy carrier and could reduce the carbon 
footprint. Potatoes (Solanum tuberosum L.) are the world’s fourth most important starchy tuberous 
vegetable and around 8000 kilotons of potato peel waste are generated yearly with a GHGs emissions 
of 5 million tonnes of CO2 equivalent. Another major global economic benefit fruit, watermelon (Citrullus 
lanatus), also generate more than 90% of the rind and is dumped in landfill which constitutes 
environmental challenges. Therefore, a preliminary study was conducted to produce H2 gas from potato 
peels, watermelon rinds , and a mixture of peels and rinds by dark fermentation method by controlling 
volume and temperature. After the volume analysis of the produced H2 gas, the leftover residual waste 
was used to produce biochar. A higher volume of 149 mL of H2 gas was achieved from potato peels 
compared to watermelon, while a lower H2 yield from watermelon rind of 50.6 mL with a biomass pH < 
5 was obtained. However, the biochar produced from all types of biomass feedstock was alkaline in 
nature with a pH of 7.43 to 8.30 by control electrical conductivity (0.358 to 0.418 mS/cm and a zeta (ζ) 
potential of -18.6 to -35.2 mV. The properties of biochar are found efficient for water, and nutrient 
retention for agriculture production. The small time span of analysis encourages the scope of food waste 
for the sustainable production of energy and agriculture production. 

Keywords: Hydrogen, Biochar, Dark fermentation, Agriculture, Energy, Environment. 

INTRODUCTION 

Over the past decade, food waste including production, transportation, consumption, and landfilling 
released greenhouse gases (GHGs), which is a significant threat to global warming.  In order to reduce 
the risk, the valorization of food waste to clean energy production and agricultural-sustainable 
byproducts is beneficial worldwide (Foong et al. 2021). According to a survey report by the Food and 
Agriculture Organization (FAO), approximately 1.3 billion tons per year of food are wasted globally 
(Seberini 2020). In each year, the largest quantity of food (361 kg per capita is wasted in Australia 
(Srivastava et al. 2021), while 200 kg per capita of food is wasted in Sweden, 287 kg per capita in the 
USA, 56 kg per capita in Russia, 44 kg per capita in China and 51 kg per capita wasted in India. 
However, food waste is a promising biomass to produce energy because of its high content of organics 
and cellulose. Food waste mainly consists of starch, protein and fat which are good carbon sources for 
fermentative hydrogen (H2) gas production (Girotto et al. 2015). Out of all food wastes, a huge quantity 
of vegetable and fruit wastes especially peels are generated from the kitchen and could be potentially 
used to produce hydrogen (H2) gas and biochar (Girotto et al. 2015; Pradhan et al. 2020). 

Potatoes (Solanum tuberosum L.) are the world’s fourth most important starchy tuberous vegetable. 
According to FAOUN (Food and Agricultural Organisation of the United Nations), 376 million metric 
tonnes (mMT) of potatoes were produced worldwide in 2021. It is anticipated that around 8000 kilotons 
of potato peel waste generated yearly with GHG emissions of 5 million tonnes of carbon dioxide 
(CO2) equivalent (Khanal et al. 2023). Watermelon (Citrullus lanatus) is one of the major economically 
beneficial fruits with a global production of 101 million tonnes (mT) in 2020 (Mamiru and Gonfa 2023). 
Now it has grown to almost 122 countries and many continents.  

The watermelon consists of approximately 2% seeds, 30% rind, and flesh. More than 90% of the 
watermelon rind wastes are dumped as a residue into the environment thereby constituting 
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environmental challenges (Bellary et al. 2016). Although there are many reports on the potential use of 
watermelon, but the waste is not used by many industries, household kitchens, and supermarkets. The 
various social, economic, and environmental concerns associated with the management of food waste 
especially in terms of GHGs emissions and leachate generation in landfills. Fermentative bacteria 
hydrolyze and ferment carbohydrates, protein, and lipids to volatile fatty acids to produce H2 by 
acetogenic bacteria (Dao et al., 2023). Utilization of watermelon rind is very important for economic 
value as well as environmental problems as watermelon contains carbohydrates, proteins, fats, 
minerals, vitamins, etc (Petkowicz et al. 2017).  

Dao et al. (2023) conducted a study on H2 production from peach pulp, examining the influence of 
hydraulic retention time (HRT) and substrate loading rate (SLR) on the efficiency of H2 generation. The 
research revealed that the rate of H2 formation increased with a reduction in HRT and an elevation in 
SLR. Notably, a maximum 932 mLH2/L.d of H2 formation was achieved with a one-day HRT and a 
substrate loading rate of 90 g TOC/L.d.  In a related study, Cao et al. (2022) utilized potato peel to 
produce H2 through the fermentation process employing various pretreated cultures. Their findings 
indicated a peak hydrogen yield of 71 mL/g of volatile solids (VS) when utilizing aeration-enriched 
inoculum, coupled with a notable achievement of 29% VS removal with an H2 yield of 71 mL/g. In 
another study, a mixture of melon and watermelon substrate was used for H2 production (Turhal et al., 
2019). The study revealed that H2 gas production exhibited an upward trend with increasing substrate 
concentration, attributed to a higher initial total sugar content at elevated total solids (TS) 
concentrations. Specifically, at 37 g TS/L, H2 gas productivity reached 80.62 mLH2/Lreactor.h with natural 
microflora. Remarkably, this H2 significantly rose to 351.12 mLH2/Lreactor.h at the same solid 
concentration when the fruit mixture was externally inoculated with heat-treated anaerobic sludge.  

The literature underscores the significance of several key parameters in H2 production processes, with 
HRT, SLR, and the type of inoculum used to be identified as crucial factors influencing H2 yield. While 
much of the research has predominantly focused on optimizing H2 yield, it is essential to note that the 
environmental impact of the residue generated during the fermentation process deserves attention as 
well. Efforts in this field should not only prioritize maximizing H2 yield but also consider the 
environmental implications of the fermentation by-products. Addressing the residue and its potential 
environmental impact aligns with broader sustainability goals and ensures a comprehensive 
understanding of the overall ecological footprint of H2 production processes. 

Furthermore, biochar is a carbonaceous compound available from various biomasses such as wood, 
sawdust, rice husk, etc. (Abdelaal et al. 2019) , and is beneficial for both energy and agriculture 
practices. Biochar has a high cation exchange capacity (CEC), has a high zeta-potential, large surface 
area, and steady structure (Pradhan et al. 2020). Biochar application positively affects soil quality, soil 
water, and nutrient retention and plays a substantial role in enhancing plant growth (Lehmann and 
Joseph 2009). Biochar prevents nutrient loss by leaching and GHGs emissions (Pradhan et al. 2022). 
Also, biochar is alkaline in nature and has less electrical conductivity (EC) which is most beneficial to 
maintain the soil pH and salinity that could be beneficial for seeds germination and plant growth.  

However, the H2 production from starchy food waste such as potato peels and natural sugar fruit waste 
like watermelon rind and valorize the discarded residue to biochar lack of the study. Also, there is no 
comparative study reported on the H2 product quantity of solitary potato peels, watermelon rind, and 
blended potato peels, watermelon rind.  Therefore, this study attempts a preliminary investigation to 
produce H2 gas from potato peels, watermelon rind, and a mixture of potato peels and watermelon rind 
by dark fermentation and the remaining residue to biochar. This study aims to analyze biochar 
properties that could be beneficial for agriculture practice. 

MATERIALS AND METHODS 

The solid-state dark fermentation (SSF) process has been employed for the production of H2 gas using 
potato peel, watermelon rind, and a combination of both. The primary benefit of these approaches lies 
in their ability to minimize waste and liquid effluent, thereby posing minimal environmental impact. SSF 
utilizes uncomplicated natural solids as the medium, offering a low-technology solution with reduced 
energy requirements and a lower demand for capital investment. A detailed methodology of H2 gas 
production from kitchen wastes and recycling of leftover residue to produce biochar is shown in Fig.1. 
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Figure 1 A detailed methodology for H2 gas and biochar production   

Collection of wastes and preparation of feedstock 

Potato peels and watermelon rind were collected from the university canteen in Qatar Foundation to 
produce hydrogen gas by SSF. The peels were chopped into small pieces and prepared solitary and 
mixed feedstock by 1 to 1 ratio to produce H2 gas. A list of samples is reported in Table 1.  

Table 1 A detailed list of sample notation and sample type 

Sample Notation Sample type 

(WR)B Watermelon rind blank 

(PP)B Potato peels blank 

(WR+PP)B A mixture of watermelon and potato peels blank 

(WR)15 Watermelon rind in addition to 15 mL inoculum solution with a 
concentration of 500 mg/L 

(PP)15 Potato peels in addition to 15 mL inoculum solution with a 
concentration of 500 mg/L 

(WR+PP)15 A mixture of watermelon and potato peels in addition to 15 mL 
inoculum solution with a concentration of 500 mg/L 

(WR)30 Watermelon rind in addition to 30 mL inoculum solution with a 
concentration of 500 mg/L 

(PP)30 Potato peels in addition to 30 mL inoculum solution with a 
concentration of 500 mg/L 

(WR+PP)30 A mixture of watermelon and potato peels in addition to 30 mL 
inoculum solution with a concentration of 500 mg/L 

 

Before proceeding with the H2 gas and biochar production the initial pH, EC, Total solid (TS), volatile 
solids (VS), and moisture content (MC) were measured by following different standard procedures 
(Turhal et al. 2019). Additionally, the pH and EC of the initial biomass of each condition before 
fermentation was measured. 

H2 gas production 

After the preparation of feedstocks, 150 g of each (potato peels, watermelon rind and blended potato 
peel and watermelon rind) was poured inside the amber bottles (Fig. 1) with triplicates. Anaerobic sludge 
was employed as an inoculum and subjected to boiling for one hour to eliminate methanogenic bacteria. 
Then, 1 Liter of treated sludge was mixed with 0.5 g of baker’s yeast (Saccharomyces Cerevisiae). 
Subsequently, 15 ml and 30 ml of the prepared inoculum were added to separate sets of triple bottles. 
No yeast was added to one set to serve as a blank for comparison of the yeast effect. Following 
inoculation, the samples underwent agitation at 100 rpm within a dark shaker, maintaining a temperature 
of 35°C for durations of 24, and 48 hours. The amount of H2 gas produced in the bottle was measured 
by using a syringe after 24, and 48h. Thereafter, the leftover residue was placed in a Fisher Scientific 
Isotemp mechanical convection laboratory oven at 105 °C for 24 h for complete drying.  
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Biochar production 

The dried biomass was used to produce biochar at 400 °C by pyrolyzing in the absence of oxygen using 
a muffle furnace (Lindberg Blue M-3504) at a supply of 0.5L/min N2 gas (Pradhan et al., 2022). The 
biomass and biochar were grounded to finer particles to measure the pH, EC, and zeta (ζ) potential by 
following different standard procedures reported by Pradhan et al. (2022). After the production of 
biochar at each temperature, the yield was determined using the Eq (1) below: 

𝑌𝑖𝑒𝑙𝑑 𝑜𝑓 𝑏𝑖𝑜𝑐ℎ𝑎𝑟 =
𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑏𝑖𝑜𝑐ℎ𝑎𝑟 (𝑔)

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑏𝑖𝑜𝑚𝑎𝑠𝑠 (𝑔)
 × 100                                                                                               (1) 

The pH, EC, and zeta potential of biomass after fermentation and biochar produced from biomass were 
determined using an Orion Star A121 pH meter, A329 Thermo Scientific conductivity meter, and 
Zetasizer Nano-ZS (Malvern) meter respectively. Samples were prepared by mixing media and water 
at a ratio of 1:10 in a shaker for 1 h at 150 rpm before measuring pH and EC (Dai et al. 2017; Pradhan 
et al. 2020). To standardize the pH levels, samples with lower pH values were adjusted to 5.5 using a 
KOH solution. 

RESULTS AND DISCUSSION 

Characteristics of wastes 

The watermelon rind, potato peel, and their combination exhibit approximately 6.8 to 12% TS, 88 to 
95% MC and 76 to 88% VS (Fig. 2a). Notably, the VS concentration in potato peels is higher than in 
watermelon, attributed to the elevated water content in watermelon. The initial pH values of the prepared 
samples ranged from 4.3 to 5.1, while the EC values were around 2 mS/cm (Fig. 2b).  

 

 

Fig. 2 Characterization of the prepared samples in terms of (a) TS, VS, and MS, (b) pH and EC values. 

Quantification of H2 gas production 

Many studies reported the H2 production rate remains stable beyond the 48-hour mark by the dark 
fermentation process (Turhal et al., 2019; Dao et al., 2023). Consequently, H2 production yields were 
assessed at 24 and 48 hours, and the volumes of generated H2 gas are illustrated in Figure 3a. 
Additionally, Figure 3b displays H2 production rates relative to the amount of VS removal rate. Notably, 
the introduction of yeast to the inoculum does not confer any advantages to H2 production. The 
calculated H2 production rate stands at approximately 50 mL/g VS removed. It is noteworthy that due 
to the higher water and sugar content in watermelon, an H2 production rate exceeding 50.5 mL/g VS 
removed is achieved. Contrarily, a greater volume of H2 was obtained with potato peel; however, its 
production rate was observed to be lower compared to watermelon rind. 

 



 
 

315 

  
 

 

 

 

Figure 3 (a) the volume of H2 gas production and (b) H2 gas production rate 

Yield of Biochar 

After H2 production at two-time intervals (24h and 48h) the leftover residue was used to produce biochar 
and the yield of biochar was measured. The yield of biochar for different feedstocks is shown in Fig. 4a. 
The yield of biochar produced from watermelon rind (WR) was found lesser than the potato peel (PP) 
and mixed (WR+PP) samples. It was observed a slightly reduction in PP biochar yield at 48h in 
comparison to 24h. However, in the case of watermelon rind and mixed biochar, the yield is almost 
identical.  

pH, EC and zeta-potential 

In each type of feedstock biomass, the pH was found <5 after 24h of samples, while a slight reduction 
in pH was noticed after 48h (Fig. 2b). Compared to WR and WR+PP biomass, the PP showed lower 
pH values. It demonstrated more acidic compounds formation which reflects the highest volume of H2 
gas production. After biochar production from 24h and 48h feedstocks, the samples are alkaline in 
nature with pH of more than 7.5 in each feedstock type. Not much significant variation was noticed in 
the pH of biochar produced at 24h and 48h time span. 

 

 

 

 

Figure 4 (a)The yield of biochar, (b) pH, (c) conductivity (EC) and (d) ζ-potential of biochar. 

It was noticed the application of inoculum solution does not affect the EC of feedstock, therefore in each 
feedstock type the blank and fermented samples with inoculum solution showed equal EC (Fig. 4c). It 
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was observed the PP has the highest EC values and all other feedstock biomass has EC more than 1.5 
mS/cm. However, a tremendous reduction in EC was noticed in biochar for each feedstock type and 
was found less than 0.5 mS/cm. A large variation was also noticed for ζ-potential in biochar and biomass 
(Fig.2d). In each feedstock biomass type the zeta-potential tends to be less electronegativity strength, 
while after biochar production the zeta-potential increased and tends to be more electronegativity 
strength (>-15 mV), which could be beneficial for water and nutrients uptake after amending biochar 
with soil. Additionally, it will be beneficial for agriculture (especially hydrophonic) production with a good 
yield of crop and plant biomass. 

CONCLUSION 

This study is a preliminary laboratory-scale investigation on H2 gas and biochar production from two 
kitchen wastes which contain a large amount of starch, sugar, and cellulose. A study by Turhal et al. 
(2019) reported a maximum volume of H2 gas was produced by dark fermentation. Therefore, by 
following the research study we produced 150 mL H2 gas from PP and less in WR. The biochar 
production from the residue at 400 °C by the pyrolysis process was found to have the most beneficial 
properties that could be a benefit as a sustainable amendment for soil-based agriculture and hydroponic 
agriculture. This study emphasizes the future scope to carry the dark fermentation process for the long 
term to observe the H2 gas production, the analysis of the concentration of the H2 gas, and the plant 
growth after applying biochar. 
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ABSTRACT 

In the present work, novel bi-metallic catalysts for syngas production at low temperature steam 

reforming are developed, characterised and tested. Steam methane reforming by using bi-metallic Ni-

Cu catalysts found to balance the product of CO to CO2 ratios, while affected the water gas shift reaction 

by increasing the hydrogen selectivity up to 600 °C. The addition of different amounts of Cu (3, 5, 7, 10 

wt%) to the Ni catalyst for methane steam reforming showed different reactivity trends. One of the major 

outcomes of this work is the maximum load capacity of Cu (5wt.%Cu) to maintain the reactivity. For 

comparison purposes, mono-metallic catalysts of Cu and Ni were developed and tested along with the 

bi-metallic ones. The activity of the reaction decreased by doping more than 5wt.%Cu which affected 

the amount of hydrogen produced. This is related to the possible limited number of available sites 

required for hydrogen adsorption to maintain the reaction of methane steam reforming. Another 

important outcome of this work is the bi-metallic Ni-Cu catalysts did not decrease the amount of carbon 

formation. 

Keywords: Bimetallic catalysts, steam methane reforming, Heterogeneous catalysts, syngas 

generation, Bimetallic Ni-Cu/Al2O3 catalyst. 

 

INTRODUCTION  

 

Steam-Methane Reforming(SMR) is considered to be the most financially viable technology for syngas 

production [1]. Methane (CH4) can be converted to syngas at elevated temperatures, normally above 

800 °C [2-4]. However, for the technology of Solid Oxide Fuel Cells (SOFCs), SMR at operating 

temperatures between 500-700oC is highly desirable, as the generated heat from the SOFCs can be 

utilised to increase the overall system efficiency [5, 6]. The coupling of Methane steam reformers with 

SOFCs is already being used via combined heat and power (CHP) systems in residential stationary 

applications [7]. Residential CHPs use the established methane grid infrastructure, which facilitates the 

roll out of the Fuel Cell technology [7, 8]. Over 120,000 CHP units have been sold and installed for 

domestic use in Japan by 2017 [9]. The fuels suitable to operate SOFCs come from a variety and 

mixture of gases including; H2, CO and CH4. The direct use of CH4, results in the formation of coke at 

the anode and therefore negatively contributes towards the lifetime of the SOFCs. Therefore, external 

reforming at comparable temperatures to the operational SOFC temperatures in order to produce 

syngas has attracted attention for its benefit on SOFCs lifetime with negligible efficiency cost [10, 11].  
The overall chemical reaction for methane steam reforming is described in Eq. 1. The  reaction from 
Eq.1 is the result of the combination of the two reactions introduced in Eq. 2 (endothermic SMR) and 
Eq. 3 (exothermic water gas shift (WGS) reaction).   
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The aim of the current work is to examine the stability effect when introducing Cu promoters in Ni-based 

catalysts at low metal loadings (less than 10 wt.%) for methane steam reforming purposes. The work 

further adds in the understanding of the effect of the Cu addition in terms of mitigation of Ni aggregation 

and the stability of the catalyst structure. In addition, the reduction of carbon formation during the 

reaction due to the doping is investigated. For that reason, an experimental approach in the synthesis, 

characterisation and testing of the Ni-based bimetallic catalysts for methane steam reforming 

applications is presented. Several loadings of metallic Cu (3, 5, 7, 10 wt%) are introduced and the 

effects of the methane conversion, water conversion, hydrogen production and carbon production are 

discussed. The catalysts are characterised after the methane steam reforming reaction by means of 

XRD, SEM-EDX, TGA and BET analysis. Finally, a carbon formation analysis is introduced, presented 

and analysed. 

 

MATERIALS AND METHODS 

 

CATALYST PREPARATION  

The catalyst was prepared via an impregnation method. The raw materials (Nickel(II) nitrate 
hexahydrate - Ni(NO3)2·6H2O and Copper(II) nitrate trihydrate - Cu(NO3)2·3H2O) were purchased 
from Alfa Aesar. For the preparation of the mono-metallic catalysts, Ni(NO3)2·6H2O and 
Cu(NO3)2·3H2O were dissolved in ethanol along with magnetic stirring for 30min. For the case of the bi-
metallic catalysts, an additional of 30 min of stirring after the Ni(NO3)2·6H2O was discharged to the 
Cu(NO3)2·3H2O solution took place. Finally, trilobe Al2O3 catalyst carriers (6g) purchased by Johnson 
Matthey added to the nitrate metal solution and mixed for 120 minutes using ultrasonic mixer at room 
temperature. Then, the metal supported catalyst left to dry at 100°C for 8 hours. Finally, the catalyst 
was calcined at 500°C (5°C/min) for 5 hours.                   

CATALYTIC ACTIVITY MEASUREMENTS 

The catalytic reaction took place in the experimental apparatus shown in Fig.1. The prepared catalysts 
(quantity of 3g) of the prepared catalyst packed in the middle of the reactor furnace (50 mm bed height). 
The reactor (395 mm lenght) was made from 316L stainless steel with diameter of 10.9 mm and wall 
thickness 0.89 mm. Methane (99.99% purity) was supplied to the reactor tube using Brooks mass 
flowmeter at flow rate of 25 ml/ min. The reaction was carried out between 500-700°C. The steam was 
injected at a molar ratio of 3:1, generated from water passing through the pipe wrapped with trace 
heater (OMEGA). A pump (Cole Palmer) controlled the flowrate of water. When the operation stabilised, 
gas samples were withdrawn for analysis using Refinery Gas Analyser (Agilent 7890A) every 15 
minutes for a total duration of four hours. The entire piping system was purged with N2 before 
commencing the reaction. Then, hydrogen injected at a flow rate of 10 ml/min for catalyst reduction 
purposes. As reported previously, the assigned reduction temperature measured by temperature 
programmed reduction was ( 650°C for 10% Ni, 250°C for 10% Cu, 350°C for 7% Cu - 3% Ni, 380°C 
for 5% Cu - 5% Ni, 425°C for 7% Ni - 3% Cu) [12]. The reduction was performed by increasing the 
temperature to the target value by 5°C/min and maintain the target temperature for 30 minutes. After 
that, the system was purged again with N2.  
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Fig 1. Experimental apparatus used for catalytic reaction activity test 

 

RESULTS AND DISCUSSSIONS  
 

THE EFFECT OF Cu CONTENT ON THE Ni-BASED CATALYTIC REACTIVITY   

syngas production were tested at several reaction temperatures. The methane fuel conversion when 
utilising both the Ni mono-metallic and the Ni-Cu bimetallic catalysts is presented in Fig 2. The bi-
metallic catalysts revealed lower conversion at 500-550°C comparing to the Ni mono-metallic catalyst. 
SMR is an endothermic reaction and thus, it is activated while the temperature is increased. The 
catalytic reactivity of Ni-based mono-metallic catalysts is enhanced at the temperature range of 500-
550°C. The catalytic reactivity at 600°C showed that a small loading with Cu (3%) could lead on a higher 
conversion rate than the mono-metallic Ni catalyst. The small amount of Cu could enhance the WGS 
reaction by consuming CO, while extra CO is generated from the steam methane reaction. Increasing 
the Cu content up to 5% and 7%, resulted in lower methane fuel conversion compared to the mono-
metallic Ni catalyst. This behaviour is related to the reduction of the active metal site for the methane 
steam reforming reaction. The lower methane conversion for 5% Ni - 5% Cu and 3% Ni - 7% Cu 
catalysts in comparison to the 7% Ni - 3% Cu at 600°C is attributed to the fact that the conversion takes 
place on the Ni surface and, as seen in Fig. 3, the water consumption was higher for the case of 7% Ni 
- 3% Cu. For the case of the mono-metallic 10% Cu catalysts, the levels of methane conversion were 
very low, as presented in Table 1. According to those outcomes, Cu is responsible only for WGS after 
the SMR takes place. For higher temperatures (650-700°C), it can be observed from Fig. 3 that the 
water conversion had decreased or remained at similar levels, indicating that the steam is no longer the 
main contributor for the catalytic methane reaction. This behaviour appears because at elevated 
operating temperatures, the methane decomposition reaction and the reverse WGS reaction are 
dominating. 
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Fig. 2. CH4 conversion for the mono-metallic and the bi-metallic catalysts at various temperatures between 500-

700 °C. 

 

 

 

 

 

 

 

 

Fig. 3. H2O conversion for the mono-metallic and the bi-metallic catalysts at various temperatures between 500-
700 °C. 
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HYDROGEN YIELD 

The hydrogen yield at the temperature range 500-700°C is presented in Fig 4. As extracted from Fig. 
4, a common denominator for all the cases is an increase in the hydrogen yield with the increase of the 
reaction temperature. At the temperature range of 500-550°C, the mono-metallic Ni catalyst showed 
the highest hydrogen yield as compared to the performance of the bi-metallic catalysts. The large Ni 
content enhances the activation of C - H bonds for the SMR. At 600oC and for 7% Ni - 3% Cu, the 
hydrogen yield was 2.4 mol/mol- CH4 and achieved the maximum value comparing to the other 
catalysts. This is mainly related to the WGS reaction. Hydrogen can be produced from both steam 
methane reforming over Ni and WGS reaction over active Cu. The catalyst becomes less selective to 
hydrogen at 500-600°C when more than 5 wt.% Cu is added to the catalyst. Thus, the low Ni content 
could reduce the fuel conversion and therefore the amount of H2 produced. In addition, it was observed 
that the bimetallic catalyst has negligible effect on H2 generated at 650-700°C, as the decomposition 
reaction is active at higher temperatures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Hydrogen yield for the mono-metallic and the bi-metallic catalysts at various temperatures between 500-700 
oC 

 

CARBON DIOXIDE AND CARBON MONOXIDE YIELDS    

 

The CO2 yield for the mono-metallic and the bi-metallic catalysts at various temperatures between 500 

– 700 °C is presented in Fig. 5. The produced CO2 is increasing for all the catalysts until 600°C, where 

the maximum CO2 yield is achieved. After that point, when the reaction temperature reaches higher 

values (650-700°C) the CO2 yield is decreasing. This is related to the nature of WGS reaction, which is 

less favourable under higher temperatures. The CO yield for the mono-metallic and the bi-metallic 

catalysts at various temperatures between 500 – 700 °C is presented in Fig. 6. For all the studied 

catalysts, as the temperature increases, the CO yield also increases. In that case, CO is generate d 

from both the SMR and the reverse WGS reaction. The CO yield at 500 °C is very low for all the catalysts, 

as under these conditions, the WGS is the favourable reaction. The effect of Cu addition in the bi-

metallic catalysts showed that the CO can produced by both the WGS reaction and SMR reaction . For 

the case of 700°C, the Cu catalytic addition at high temperature encourages strongly the reverse WGS 

reaction, and as a result, a higher amount of CO is generated from the activated decomposition reaction. 
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Fig. 5. CO2 yield for the mono-metallic and the bi-metallic catalysts at various temperatures between 500-700oC 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. CO yield for the mono-metallic and the bi-metallic catalysts at various temperatures between 500-700oC 

CONCLUSIONS 

In this work, various bi-metallic catalysts based on Ni and Cu were developed, characterised and tested 
under various temperatures in the range of 500-700°C. For comparison purposes, mono-metallic 
catalysts of Ni and Cu were prepared and tested. All the catalysts were tested regarding their behaviour 
for methane steam reforming reaction. The loadings considered for the bi-metallic catalysts were 10, 7, 
5, and 3%wt. The maximum conversion value (87%) was obtained at the maximum temperature of 
700°C for the case of the mono-metallic catalyst (10%Ni). The results showed an increasing amount of 
CO produced when the reaction temperature was increased due to the reverse WGS and methane 
decomposition. The bimetallic catalysts improved the catalyst selectivity for WGS reaction at the lower 
temperatures between 500 – 600 °C. The bi-metallic catalyst with the small amount of Cu (3wt.%) 
showed good conversion of fuel at 600°C, where the catalyst revealed 71.1% methane conversion and 
2.4 mol hydrogen were produced. The prepared bi-metallic catalysts did not find to decrease the carbon 
formation. The 10%Ni catalyst prepared on this study showed good stability regarding carbon formation 
compared to the prepared bimetallic Ni-Cu catalysts. 
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ABSTRACT 

Integrating sustainability principles into the distribution network process poses a significant challenge for 

industries aiming to prosper in today's dynamic environment. This challenge is particularly pronounced in 

the fertilizer industry, given the crucial role of gas as a primary fuel source. Despite extensive research on 

the environmental implications of such endeavors, there exists a noticeable gap in the literature pertaining 

to the life cycle assessment (LCA) of Blue Ammonia production and its associated processing units for 

environmental evaluation. This study addresses this gap by conducting the inaugural LCA of Blue 

Ammonia production, offering a comprehensive evaluation from the raw material processing stage to the 

final product. The analysis focuses on direct and indirect greenhouse gas emissions, including carbon 

dioxide, methane, and nitrous oxides. Notably, our life cycle model incorporates the Aspen HYSYS 

simulation, which is recognized for its precision in engineering and design contexts. The simulation 

highlights that a notable 98.9% of GHG emissions in Blue Ammonia stem from carbon dioxide, mainly 

originating from the Ammonia Converter Unit. The methane and nitrous oxide contribute 0.74% and 

0.34%, respectively. More direct GHG emissions were found through the Blue Ammonia process chain 

than indirect GHG emissions. We propose an integrated framework model based on the insights derived 

from this study. This model establishes the foundation for a spectrum of sustainability strategies and policy 

recommendations aligned with broader business sustainability objectives. 

Keywords: Life cycle assessment, Blue Ammonia, Carbon footprint, Sustainability, Environmental. 

 

INTRODUCTION 

Background 

Presently, the production of ammonia on a commercial scale is characterized by high energy consumption 

and the generation of elevated pollutant levels [1]. The synthesis of ammonia from dinitrogen and 

dihydrogen is an exothermic process, necessitating low temperatures and high pressures for optimal yield, 

typically ranging between 400-500°C and 150-300 bar [2]. Nitrogen, sourced from the atmosphere, 

undergoes separation through cryogenic processes, demanding a substantial amount of energy [3]. 

Meanwhile, hydrogen is predominantly derived from carbon-based fuel combustion (such as natural gas, 

coal, and petroleum), resulting in the emission of significant amounts of greenhouse gases [4, 5]. 

Ammonia holds a crucial role in agriculture as a fertilizer and exhibits potential as an energy carrier, 

prompting endeavors to develop production methods that are both efficient and environmentally friendly. 

Furthermore, ammonia is under exploration for long-term energy storage, aiming to facilitate increased 

integration and utilization of intermittent renewable energy sources like wind and solar power [6]. The 

versatility of ammonia positions it to play a pivotal role in a future energy landscape characterized by a 

higher prevalence of renewables. Its ability to balance temporal discrepancies between energy supply 

and demand in different regions underscores its importance.  

Considering the emerging applications of ammonia, there is a potential for a significant increase in 

global production, potentially reaching orders of magnitude higher than current levels [7]. In the long 

run, ammonia and other products like biodiesel and hydrogen will inevitably become mainstream 

alternative fuels for ships [8]. 
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Greenhouse Gas Emissions and Impacts 

The production of ammonia constitutes around 2% of global fossil energy consumption, resulting in an 

annual release of over 420 million tons of CO2, contributing to approximately 1.2% of the total 

anthropogenic CO2 emissions [9, 10]. Addressing the need for decarbonization in the ammonia sector has 

led to a growing interest in alternative production pathways utilizing renewable resources and industrial 

by-products. 

The entire supply chain of Blue Ammonia relies on distribution networks that connect demand and supply 

fields. Current efforts by Blue Ammonia manufacturers are directed towards implementing more advanced 

logistics processes to align with environmentally sustainable practices. The transformation of raw 

materials through various stages of the Blue Ammonia production chain involves the utilization of a 

significant amount of fuel, primarily sourced from the feedstock. The combustion of this fuel results in the 

substantial generation of CO2, CH4, and N2O. As long as Blue Ammonia production persists, the 

anticipation of greenhouse gas emissions being released into the atmosphere remains a valid concern. 

Problem statement, research objective, and research structure 

The concept of sustainable development is typically implemented at the policy level, but its extension to 

the business context is crucial. In response to an increasing demand for sustainably manufactured 

products driven by environmentally conscious consumers, the fertilizer industrial sector has incorporated 

sustainability into its growth strategy. The focus is on environmental preservation, particularly in mitigating 

greenhouse gas emissions, leading to the establishment of a Tank-to-Tank LCA research framework. 

Among environmental assessment methods, the LCA model stands out as the most comprehensive and 

illuminating [11]. 

This research is dedicated to examining and identifying the environmental impact of Blue Ammonia within 

its value chain. The proposed model, once developed, could serve as the cornerstone for the primary life 

cycle sustainability assessment for Blue Ammonia businesses. 

The structure of this research comprises five sections. Section 1 introduces the background of Blue 

Ammonia and outlines its environmental impacts. Section 2 offers a comprehensive literature review on 

both LCA and the Blue Ammonia process chain. Section 3 details the methodology employed in creating 

the LCA model for Blue Ammonia. Section 4 provides the results and discussions arising from the 

research outcomes. Finally, Section 5 presents the concluding remarks of the study. 

LITERATURE REVIEW 

Environmental Life Cycle Assessment  

This literature review offers a comprehensive summary of significant studies and insights concerning the 

environmental LCA of Ammonia production, providing a deeper understanding of sustainability challenges 

within the industry. The LCA method seeks to evaluate the environmental impact of the product, 

encompassing aspects such as pollution, resource consumption, and both direct and indirect impacts [11]. 

The synthesis of ammonia is characterized by high energy intensity, leading to substantial greenhouse 

gas emissions. A pivotal study by Ghavam, Vahdati [12] underscored the necessity of employing LCA to 

assess the sustainability of ammonia production. Their research emphasized the critical importance of 

considering the entire life cycle of ammonia production, spanning from raw material extraction to end-of-

life disposal. Furthermore, they explored innovative membrane technologies as potential means to 

mitigate the environmental footprint associated with ammonia synthesis. 

Given the heavy reliance of ammonia production on hydrogen, primarily sourced from carbon-based fuels, 

the carbon emissions linked to hydrogen production pose a significant environmental concern. Strategies 

to address these emissions were discussed by Smith, Hill [10], who explored avenues such as carbon 

capture and utilization (CCU) and renewable hydrogen sources as potential pathways for emission 

reduction. 
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In the pursuit of enhancing the sustainability of ammonia production, researchers are investigating waste-

based and renewable feedstocks. Ghavam, Taylor [13] introduced a waste-based sustainable ammonia 

production process that focuses on utilizing waste-derived materials, presenting a promising alternative 

to reduce greenhouse gas emissions. 

Blue Ammonia Process Chain 

Figure 1 depicts a flow block diagram illustrating the Blue Ammonia process chain. The units in the 

diagram are categorized into distinct components, namely the natural gas raw material upstream facility, 

Stages of Steam Reforming Unit, Auto Thermal Reforming Unit, Water Removal Unit, CO2 Removal Unit, 

Ammonia Converter Unit, and the concluding Ammonia Storage Unit. Throughout all these sections, the 

operation necessitates the use of associated utilities and electrical power [14]. Table 1 summarizes the 

properties and conditions of the main feedstock, natural gas (NG), and ammonia product {Ullmann, 2011 

#517}. 

Table 1. Ammonia plant feedstock and product’s properties and conditions 

NG Feedstock Ammonia Product 

Flow 1.1 MMTPA Flow 1.2 MMTPA 

Temperature  30 oC Temperature  -5 oC 

Pressure 2.1 bar Pressure 5 bar 

Components (mol%):  

Methane (92.00), Ethane (3.00), and N2 (5.00) 

Components (mol%):  

Ammonia (100) 

 

Fig. 1. Block flow diagram of Blue Ammonia Plant 

The ammonia process operates at an overall of 19% N2 conversion and 1/3 N2 to H2 ratio, a 7% purging 

of unreacted recycle N2 and H2 stream, and an ammonia separation of 75%. The syngas stream produced 

from steam and auto-thermal reforming is first directed to a water gas shift reactors to adjust the CO2 and 

H2 content. In addition, air stream is adjusted to ensure the 1:3 desired nitrogen to H2 ratio. The adjusted 

syngas passes through a methanol-based acid gas removal unit and a two-phase separator to purify it 

from CO2 water. In addition, it undergoes methanation reaction to convert remaining CO into methane 

and eliminate poising the ammonia convertor catalyst.  The H2 and nitrogen presented in the remaining 

stream enters the ammonia synthesis loop to undergo ammonia production reactions under high 

temperatures between 480 and 430 oC, and high pressure between 350 and 150 bar. The ammonia 

product is separated from the loop after refrigeration and is pumped to the urea production loop whilst a 
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small stream is purged from the unreacted gases before recycling into the reactor inlet. The process takes 

into account stacks and flares required to burn the discharged gases in addition to boil-off gas collection 

and recycling system from Ammonia storage tanks which accounts to 0.04% {Belapurkar,  #1248} . In 

addition, the indirect GHG emissions are being considered from the process related electricity only. 

Research Gap 

After an extensive literature review, it became apparent that numerous studies have delved into the 

various energy sources employed globally, spanning areas such as transportation and electricity 

generation. However, a limited number of papers have explored the LCA of Blue Ammonia as a credible, 

promising, and environmentally friendly energy source when compared to others. Remarkably, no study 

to date has undertaken a comprehensive LCA, encompassing the entire process from raw material 

processing to product storage, specifically focusing on direct and indirect carbon footprint aspects. 

MATERIALS AND METHODS  

Research Flow Chart 

Figure 2 illustrates the research methodology employed for the Blue Ammonia LCA. The process begins 

by defining the primary goal and scope of the research, followed by data collection concerning key 

indicators. Subsequently, the methodology involves estimating both the direct and indirect carbon footprint 

arising from the Blue Ammonia manufacturing process. 

 
Fig. 2. Research method 

LCA Goal and Scope 

This study aims to undertake a comprehensive LCA for Blue Ammonia, assessing its performance from 

the initial feedstock raw materials to the final storage tanks for the Blue Ammonia product. The 

functional unit chosen for the LCA assessment is one metric ton (MT) of Blue Ammonia produced 

annually. This approach enables a thorough evaluation of the environmental impact across the entire 

life cycle of Blue Ammonia production, providing insights into its sustainability performance. 
 
Inventory Analysis 

In conducting the assessment, a life cycle inventory (LCI) is compiled for each phase of the Blue 

Ammonia processing chain, as detailed in Table 1. The case study focuses on Qatar, providing a 

specific context for the evaluation. To attain this objective, the domain of the Blue Ammonia process 

chain is considered, with the functional and boundary unit system previously established for estimation 

purposes. Information and emission data related to the Blue Ammonia process are primarily derived 

from simulations conducted using the Aspen HYSYS tool. 
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Table 1. LCI of the study 

Impact Area Impact / Indicator Conversion Factor Units  

Direct Environmental 
Global Warming 
Potential [15] 

Carbon Dioxide (CO2) 1 Ton CO2 to Ton CO2-eq 

Methane (CH4) 28 Ton CH4 to Ton CO2-eq 

Nitrous Oxides (N2O) 265 Ton N2O to Ton CO2-eq 

Indirect Environmental 
Global Warming 
Potential [16] 

Electricity  0.0005 KWh to Ton CO2-eq 

 

Aspen HYSYS Modelling 

This model is a widely used simulation program within the energy industry. The optimization process is 

the primary purpose of this software; it involves the downstream, upstream, midstream, and utilities 

processes. The flow process for many industrial operations might include hydrocarbon processes, gas 

flue enumeration for emission reporting, wastewater treatment, among other operations, process 

performance troubleshooting and monitoring, and a commonly utilized promising equipment for over 35 

years [17].  
In this research, the stages starting from the Steam Reforming Unit until the Product Storage Unit, are 

simulated in the Aspen HYSYS chemical process simulator except for the transportation stage. The 

Blue Ammonia chain feed conditions and products’ specifications are provided by Tjahjono, Stevani 

[14]. The integrated Blue Ammonia production that has been simulated using the Aspen HYSYS 

program employed certain assumptions while conducting the steady-state simulation. 

 

RESULTS AND DISCUSSION 

Figure 3 provides a detailed breakdown of direct and indirect GHG emissions within the Blue Ammonia 

process chain. The results are presented as Tons of emissions per Tons of Blue Ammonia product, 

with the percentage distribution of each emission depicted in Figure 3(a). The simulation reveals that a 

substantial 98.9% of GHG emissions originate from carbon dioxide, making it the predominant factor. 

Carbon dioxide results from the combustion of waste gases, routine flaring, Boil off Gas (BOG), and the 

carbon content present in the feedstock and by-product stream. Notably, the Ammonia Converter Unit 

emerges as the primary source of carbon dioxide formation. In contrast, methane and nitrous oxide 

emissions account for 0.74% and 0.34%, respectively. Methane emissions are predominantly 

associated with the Steam Reforming Unit, while the Ammonia Converter Unit is the primary generator 

of nitrous oxides in the Blue Ammonia process chain. 

In terms of comparing direct and indirect GHG emissions, measured in Tons of CO2-eq per Tons of 

Blue Ammonia produced, direct emissions contribute significantly with a 59.8% share, as illustrated in 

Figure 3(b). This finding underscores the dominance of direct emission sources. The Ammonia 

Converter Unit is identified as the highest consumer of electricity, whereas the Ammonia Storage Unit 

has the lowest electricity consumption within the process chain. 

 
Fig. 3. LCA results of the Blue Ammonia value chain 

98.92%

0.74% 0.34%

Direct GHG Emissions Percentage

Carbon dioxide
(Ton CO2 / Ton Blue
Ammonia produced)

Methane
(Ton CH4 / Ton Blue
Ammonia produced)

Nitrous oxide
(Ton N2O / Ton Blue
Ammonia produced)

(a)

59.81%

40.19%

Direct and Indirect GHG Emissions

Direct carbon dioxide
equivalent
(Ton CO2-eq / Ton
Blue Ammonia
produced)

Indirect carbon
dioxide equivalent
(Ton CO2-eq / Ton
Blue Ammonia
produced)

(b)
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CONCLUSIONS 

Summary of Research and Key Findings 

In conclusion, this study delves into the environmental implications of Blue Ammonia production, 

addressing the critical need for sustainable practices in the ammonia sector. The extensive literature 

review highlights the scarcity of comprehensive LCA for Blue Ammonia, revealing a research gap that this 

study aims to fill. The research framework follows a meticulous flowchart to conduct a holistic LCA, 

considering both direct and indirect carbon footprints. The Aspen HYSYS modeling tool serves as a robust 

simulation platform for the Blue Ammonia process chain. The detailed breakdown of this research’s results 

reveals that a substantial 98.9% of GHG emissions from Blue Ammonia are carbon dioxide, with the 

Ammonia Converter Unit as the primary source. Methane and nitrous oxide contribute 0.74% and 0.34%, 

respectively. Direct and indirect emissions are also assessed. This study underscores the urgent need for 

sustainable practices in Blue Ammonia production. To bridge the research gap, prioritize policies fostering 

comprehensive LCAs. To minimize emissions, advocate for sustainable feedstocks, innovative 

technologies, and renewable energy integration.  
 
Limitations of the Current Research and Recommendations for Future Work 

Aspen HYSYS may introduce uncertainty due to equipment design and specification variations, impacting 

environmental and energy aspects. The tool may not determine maximum equipment capacity or include 

standby units, which are commonly incorporated in real-world applications. Future research will extend 

the sustainability assessment of global Blue Ammonia production, encompassing a broader indicator set 

and addressing import-export dynamics. Additionally, conducting an LCA of the carbon footprint for major 

Blue Ammonia importers and exporters necessitates thorough carbon footprint accounting, supply chain 

optimization, and tendering process improvements. The conversion factor for Scope 2 is derived from 

publicly available information, as acquiring emission factors for the conversion of electricity to CO2-eq 

emissions posed difficulties. Implement the carbon capture unit to utilize the CO2 to form other products 

such as Methanol or for oil enrichment applications. The application of the Life Cycle Sustainability 

Assessment (LCSA) to diverse industrial systems can reveal gaps and enhance the methodology, 

considering inherent uncertainties.  
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ABSTRACT 

Integrating sustainability principles into the distribution network poses a significant challenge for industries 

aiming to flourish in today's dynamic environment and meet the UN sustainable development goals. This 

challenge becomes particularly crucial in the additive industry, where natural gas is the primary fuel 

source. Despite extensive research on the environmental implications of such initiatives, there is a 

noticeable literature gap concerning the life cycle assessment (LCA) of Methanol production and its 

associated supply chains regarding environmental evaluation. This research addresses this gap by 

conducting the first-ever LCA of Methanol production, offering a comprehensive evaluation of its 

performance from raw material processing to the final product. The LCA includes a particular analysis of 

both direct and indirect greenhouse gas (GHG) emissions, encompassing carbon dioxide, methane, and 

nitrous oxides. Significantly, our life cycle model incorporates the reliable Aspen HYSYS simulation, widely 

recognized for its precision in engineering and design applications. The findings shed light on the primary 

contributors to carbon dioxide equivalent (CO2-eq) emissions, known as Scope 1, pinpointing Methanol 

production, particularly the steam reforming section, as the predominant source with the highest carbon 

footprint at 81.9% of the overall direct carbon footprint. Moreover, the Methanol Synthesis Loop emerges 

as the leading contributor to Scope 2 GHG emissions, constituting 52.4% compared to other units in the 

Methanol production process chain, mainly due to the presence of high energy demand separation 

columns. Based on the insights garnered from this research, we propose an integrated framework model. 

This model forms the basis for various sustainability strategies and policy recommendations that align 

with the broader objectives of business sustainability. 

Keywords: Life cycle assessment, Methanol, Greenhouse gas, Sustainability, Environment. 

INTRODUCTION 

Background 

Methanol, also called methyl alcohol, serves as a useful fuel, suitable for internal combustion engines, 

fuel cells, and stoves. Its high-octane rating makes it a valuable additive or substitute for gasoline, 

reducing emissions of pollutants. Recent studies explore Methanol's potential in challenging-to-

decarbonize sectors like maritime and aviation. The methanol-to-olefins process can also generate light 

olefins, which are essential for polymer production [1]. Methanol traditionally results from hydrogenating 

carbon monoxide through a catalytic process with pressurized synthesis gas (syngas). Syngas, 

generated via steam reforming or partial oxidation, contribute to CO2 emissions during methanol 

production, ranging from 0.5 tCO2 eq. Tri-reforming processes slightly outperform bi-reforming, while 

renewable energy sources like solar, biomass, hydropower, and wind reduce well-to-wheel GHG 

emissions by 98% compared to gasoline and diesel. Despite lower environmental impacts in CO2-based 

processes, mineral, and water depletion increase [2].  

Greenhouse Gas Emissions and Impacts 

The production process, reliant on raw materials, involves substantial fuel consumption from feedstock, 

resulting in noteworthy CO2, CH4, and N2O emissions, posing a persistent concern for greenhouse gas 

release. Efforts to manage greenhouse gas emissions are pivotal, as evidenced by Kajaste, Hurme [3], 

and the methanol assessment of methanol production routes using a cradle-to-gate life cycle approach. 

Findings reveal varying global warming potential (GWP100) values, with coal-derived Methanol exhibiting 

the highest (2.97 kg CO2eq/kg CH3OH), contrasting with co-produced Methanol from renewable corn 



 
 

333 

  
 

 

ethanol displaying negative emissions (0.99 kg CO2eq/kg CH3OH). In a study by Khojasteh-Salkuyeh, 

Ashrafi [4], different methanol production methods, including natural gas reforming and CO2 utilization, 

were evaluated. Results emphasize the environmental viability of direct CO2 hydrogenation only with 

electricity GHG intensity below 0.17 kg CO2 equivalent per kWh. 

Carbon capture and utilization (CCU) emerged as a strategy for economic and emissions benefits [5]. 

Utilizing captured CO2 as a feedstock for Methanol production, especially through thermochemical or 

electrochemical processes powered by renewable energy, proves environmentally advantageous. 

Analyzing CO2-based methanol production in Germany, Kaiser, Siems [6] consider local CO2 sources, 

hydrogen import methods, and production impacts. Offshore wind park-derived hydrogen has the least 

environmental impact, while pipeline import is the most cost-effective method [7]. Methanol's role as a 

versatile fuel or chemical precursor showcases its potential for sustainable practices in transportation and 

the chemical industry. This aligns with planetary boundaries, offering significant CO2 savings and 

emphasizing Methanol's environmental advantages. 

Problem statement, research objective, and research structure 

Sustainable development is crucial in meeting the demand for eco-friendly products. The additive 

industrial sector, responding to environmentally conscious consumers, integrates sustainability into its 

growth strategy. This research focuses on Methanol's environmental impact, proposing a model for 

primary life cycle sustainability assessments in Methanol businesses. The five-section structure includes 

an introduction to Methanol, an LCA literature review, methodology, outcomes, and concluding remarks. 

The proposed LCA model is deemed a comprehensive environmental assessment method in this context 

[8]. This research is dedicated to examining and identifying the environmental impact of Methanol within 

its value chain. The proposed model, once developed, could serve as the cornerstone for the primary life 

cycle sustainability assessment for Methanol businesses. 

The structure of this research comprises five sections. Section 1 introduces the background of Methanol 

and outlines its environmental impacts. Section 2 offers a comprehensive literature review on both LCA 

and the Methanol process chain. Section 3 details the methodology employed in creating the LCA model 

for Methanol. Section 4 provides the results and discussions arising from the research outcomes. Finally, 

Section 5 presents the concluding remarks of the study. 

 

LITERATURE REVIEW 

Environmental Life Cycle Assessment  

This literature review offers a comprehensive summary of significant studies and insights concerning the 

environmental LCA of Methanol production, providing a deeper understanding of sustainability challenges 

within the industry. The LCA method seeks to evaluate the environmental impact of the product, 

encompassing aspects such as pollution, resource consumption, and both direct and indirect impacts [8]. 

Extensive literature, including studies on CCU routes and Green Methanol, delves into economic and 

environmental aspects. Life cycle assessments (LCAs) reveal trade-offs in environmental indicators, 

emphasizing the need to broaden the study scope. Analyses of Methanol production highlight trade-offs 

between carbon footprint, water, and mineral depletion. Overall, CCU routes, especially due to high 

hydrogen costs and renewable energy demands, are found to be expensive compared to fossil 

counterparts [9]. 

Given the heavy reliance of Methanol production on hydrogen, primarily sourced from carbon-based fuels, 

the carbon emissions linked to hydrogen production pose a significant environmental concern. Smith, Hill 

[10] discussed strategies to address these emissions and explored avenues such as CCU and renewable 

hydrogen sources as potential pathways for emission reduction. 
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Methanol Process Chain and System Boundaries  

Figure 1 depicts a flow block diagram illustrating the Methanol process chain. The units in the diagram 

are categorized into distinct components, namely the natural gas raw material upstream facility, Stages 

of Steam Reforming Unit, Purification section, which consist of Water Removal Unit and CO2 Removal 

Unit, Conditioning Unit, Methanol Converter Unit, and the concluding Methanol Storage Unit. Throughout 

all these sections, the operation necessitates the use of associated utilities and process-related electrical 

power [11]. Table 1 summarizes the properties and conditions of the main feedstock, natural gas (NG), 

and methanol products [12]. 

Table 1. Methanol plant feedstock and product’s properties and conditions 

NG Feedstock Methanol Product 

Flow 1.43 MMTPA 
Flow before CO2 recovery 1 MMTPA 

Flow after CO2 recovery 1.16 MMTPA 

Temperature  40 oC Temperature  60 oC 

Pressure 2 bar Pressure 5 bar 

Components (mol%):  

Methane (93.11), Ethane (1.5), Propane (0.07), 

n-Butane (0.01), CO2 (0.86), and N2 (4.45) 

Components (mol%):  

Methanol (99.99) and H2O (0.01) 

Despite increasing demand for Methanol as a transportation fuel in several countries, conventional 

syngas-based production methods remain dominant [13]. Methanol is typically produced via the traditional 

route: Carbon Source + Oxygen → Syngas (CO + Hydrogen) → Methanol. Syngas is generated through 

methods like steam reforming of natural gas [14]. The chemical reactions involved are endothermal, 

occurring at 5-30 MPa pressure and 300-350°C as can be seen from Eq. (1) through Eq. (3). As far as 

the fuel type contains more carbon, the emitted CO2 is going to be higher (e.g., coal is generating more 

CO2 than natural gas).  

𝐶𝐻4 + 𝐻2𝑂 ↔ 𝐶𝑂 + 3𝐻2                                                      (1) 

𝐶𝑂 + 2𝐻2 → 𝐶𝐻3𝑂𝐻                                                      (2) 

𝐶𝑂2 + 3𝐻2 → 𝐶𝐻3𝑂𝐻 + 𝐻2𝑂                                                     (3) 

 

Fig. 1. Block flow diagram of Methanol plant 
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A steady-state simulation of the Methanol production is conducted under the assumptions of a forward 

reaction mechanism and a continuous 2% purge from the unreacted recycle gas stream. The syngas 

produced from NG reforming according to reaction 1 is quenched and purified from water. Before the 

purified syngas enters the Methanol convertor loop, it is conditioned by a sequence of compressors and 

coolers. In the Methanol synthesis loop, CO, CO2, and H2 are transformed into Methanol and water at 

high pressures of 100–50 bar following reactions 2 and 3. Once a limited amount has been purged to 

guarantee process stability, the unreacted components are recycled from a two-phase vessel to the 

reactor intake. The resultant Methanol is regarded as crude and must go through two columns: one for 

light ends distillation to eliminate any remaining gases and another for heavy ends distillation to remove 

water from it. Purified Methanol product is then pumped to storage tanks. 

Research Gap 

Following an in-depth review of the existing literature, it is marked that numerous studies have investigated 

global energy sources across transportation and electricity generation. However, there is a scarcity of 

papers examining the LCA of Methanol as a viable, promising, and eco-friendly energy option compared 

to alternatives. Notably, no study has conducted a thorough LCA covering the entire process, from raw 

material processing to product storage, addressing both direct and indirect carbon footprint aspects. 

MATERIALS AND METHODS  

Research Flow Chart 

The research methodology for Methanol LCA is illustrated in Figure 2. It begins by establishing the primary 

goal and scope, followed by gathering data on key indicators. The subsequent steps involve estimating 

the direct and indirect carbon footprint associated with the Methanol manufacturing process. 

 

 
Fig. 2. Research method 

 

LCA Goal and Scope 

This study aims to conduct a thorough Tank-to-Tank LCA for the Methanol process, evaluating its 

performance from raw feedstock to the Methanol product's storage tanks. The selected functional unit 

is one metric ton (MT) of Methanol produced annually. This approach offers valuable insights into the 

sustainability performance of Methanol. 
 
Inventory Analysis 

A life cycle inventory (LCI) is created in the evaluation, detailed in Table 2. Focused on Qatar, the 

analysis considers the Methanol process chain domain, aligning with a functional and boundary unit 

system. The primary source of emissions details is from Aspen HYSYS simulations. 
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Table 2. LCI of the study 

Impact Area Impact / Indicator Conversion Factor Units  

Direct Environmental Global 
Warming Potential [15] 

Carbon Dioxide (CO2) 1 Ton CO2 to Ton CO2-eq 

Methane (CH4) 28 Ton CH4 to Ton CO2-eq. 

Nitrous Oxides (N2O) 265 Ton N2O to Ton CO2-eq. 

Indirect Environmental Global 
Warming Potential [16] 

Electricity  0.0005 KWh to Ton CO2-eq 

 

Aspen HYSYS Modelling 

The Aspen HYSYS chemical process simulator, is extensively employed in the energy industry for 

optimizing processes. With over 35 years of use, it simulates hydrocarbon processes, manages 

emissions reporting, troubleshoots, and monitors process performance [17]. In our research, we utilized 

Aspen HYSYS to simulate Methanol production stages, relying on feed conditions and specifications 

from [12]. The integrated simulation involved steady-state assumptions. 
 

RESULTS AND DISCUSSION 

The study was initiated by simulating the Methanol plant to quantify both direct and indirect GHG 
emissions. Table 3 illustrates the outcomes for direct GHG emissions. Notably, the Steam Reforming 
Unit exhibits the highest carbon dioxide emission ratio, reaching 76.0 kg per Ton of Methanol produced. 
Methane emissions peak at Steam Reforming Unit with a factor of 1.55. Nitrous oxide remains minimal 
across all units in the Methanol process chain. The direct GHG emissions from the Storage and Export 
Unit are deemed negligible, primarily relying on electricity as a dependable energy source. 
Table 3. Direct GHG emission factors from Methanol plant units 

Unit 
Carbon dioxide  
(kg CO2 / Ton 
Methanol produced) 

Methane  
(kg CH4 / Ton Methanol 
produced) 

Nitrous oxide 
(kg N2O / Ton Methanol 
produced) 

Steam Reforming Unit 75.998 1.551 0.025  

Methanol Synthesis 0.697 - 0.097  

Distillation and Purification 0.060 - 0.005  

Storage and Export - - - 

 

Figure 3 depicts the indirect carbon dioxide equivalent from the Methanol plant's electricity usage. The 

findings highlight that the Methanol Synthesis Unit significantly impacts Scope 2 emissions, registering 

743.72 Ton of CO2-eq per Ton of Methanol produced. The Distillation and Purification Unit and the 

Steam Reforming Unit are the following. The Storage and Export Unit utilizes minimal electricity for its 

operations to meet operational requirements. 

 
Fig. 3. Indirect carbon dioxide equivalent from the Methanol plant used electricity 

Steam Reforming 
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Methanol Synthesis, 
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CONCLUSIONS 

Summary of Research and Key Findings 

The study addresses the surging global Methanol demand, presenting a simulated plant producing one 

million metric tons annually. Using a Tank-to-Tank life cycle model, environmental impacts were assessed 

with data from Aspen HYSYS. Results categorize CO2-eq emissions, identifying Methanol production, 

especially the steam reforming unit and methanol synthesis, as the main Scope 1 and 2 contributors, 

constituting 81.9% and 52.4%, respectively. Acknowledging Methanol's significance and environmental 

impact, sustainability measures are proposed. Integrating carbon capture in the Synthesis Loop can cut 

Scope 1 emissions by 50% while investing in renewable energy and optimizing transportation logistics, 

promoting a more sustainable methanol supply chain. 
 
Limitations of the Current Research and Recommendations for Future Work 

Aspen HYSYS introduces uncertainties in environmental and energy aspects due to variations in 

equipment design. It may not accurately determine maximum equipment capacity or consider standby 

units common in real-world applications. Future research on global Methanol production sustainability will 

consider more comprehensive indicators and address import-export dynamics. A detailed LCA of carbon 

footprints for major Methanol importers and exporters, accounting for Scope 3 emissions, will require 

meticulous carbon footprint accounting, supply chain optimization, and improvements in the tendering 

process. The use of the Life Cycle Sustainability Assessment (LCSA) can reveal gaps and enhance 

methodology by addressing inherent uncertainties in various industrial systems. 
Aspen HYSYS introduces uncertainties in environmental and energy aspects, lacking accuracy in 

determining maximum equipment capacity and considering standby units common in real-world 

applications. Studying the import-export dynamics and employing a detailed LCA for the logistics part, 

accounting for Scope 3 emissions is recommended.  
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ABSTRACT  

With the increased demand for cleaner energy resources, natural gas is a bridging fuel for smoothening the 
transition to renewables. Syngas (hydrogen-rich stream) is a fundamental intermediate for different utilisation 
routes. The syngas can then be treated for pure hydrogen production or monetised into value-added products. 
Despite the estimated demand growth in product demand, each utilisation process is subject to exogenous market 
uncertainties. Hence, accounting for operational flexibility in the early design stages allows the producers to react 
proactively to market changes. This work evaluates the flexibility of natural gas utilisation to final hydrogen 
carriers: methanol, MTBE, ammonia, urea and synthetic fuels by investigating plant design configurations and 
natural gas production allocation to different production routes. Aspen HYSYS is used for process modelling and 
simulation, followed by identifying each process's costs and operational flexibility. Simulation results and 
forecasted price and demand data are then used as input into an agent-based model to identify the optimal annual 
natural gas allocation to different processes subject to environmental and economic objectives. The -results of 
Qatar’s case study revealed the importance of prioritising GTL and the ammonia process to maximise profitability. 
In comparison, production of the methanol-MTBE route is maximised to reduce the environmental impact.   

Keywords: Natural Gas, Grey Hydrogen, Agent-Based Modelling, Hydrogen-Rich Products. 

INTRODUCTION 

With increased interest in decarbonisation to meet the Paris Agreement climate change goal, investments and 

deployments in cleaner energy systems have increased rapidly. In the first half of 2023 alone, global investments 

in renewable energy increased by 22% compared to the previous year's first half. A total global investment value 

of $358 billion in renewables was reported, representing an all-time high for the yearly half [1]. Additionally, plans 

for developing a low-carbon hydrogen economy were accelerated since the Russian-Ukrainian conflict. Earlier 

this year, a Hydrogen Council/McKinsey Hydrogen Insights report announced the announcement of 680 large-

scale hydrogen projects, totalling $240 billion of investments until 2030 [2]. The reported value represents a 50% 

increase to the period prior to the Russian-Ukrainian conflict (i.e., late 2021). Yet, more investments in clean 

hydrogen are needed to achieve the net-zero target by 2050. For countries with rich natural gas reserves and 

limited renewable capacities, hydrogen production from natural gas represents a valuable investment opportunity. 

For example, Qatar has a significant potential for producing hydrogen carriers from natural gas, including 

ammonia, methanol, and synthetic fuels. Moreover, supported by the low natural gas production and processing 

costs, decarbonisation technologies can be considered for minimising the embodied CO2 emissions for the 

production of blue hydrogen-rich products. In practice, dehydrated and treated natural gas is first used to produce 

a hydrogen-rich intermediate (i.e., syngas) via steam methane reforming (SMR) or autothermal reforming (ATR) 

technologies. The syngas is then routed to different monetisation technologies, such as separation for pure 

hydrogen production, and end-use for methanol, ammonia, and synthetic fuels production. Fundamentally, the 

composition of produced syngas differs based on the final moentisation use. Hence, process parameters of ATR 

or SMR technologies are maintained based on the final use of syngas. From another perspective, different 

combinations of technologies in the natural gas to hydrogen carriers are associated with different emissions, 

capital costs, operating costs, risks, and technical complexities. Yet, with increased demand fluctuations for the 

products in the final markets, a producer must consider effective strategies to plan and manage the production 

part of the system in the early design stages of the project. Amongst the several investigated supply management 

strategies, operational flexibility has been explored as an efficient strategy for strengthening the resilience of 

supply chains to market uncertainties. Operational flexibility allows for adjusting the capacity of different processes 

in response to demand and price variations. Which in turn plays a role in enhancing the economic profitability of 

the business or hedging against risks of oversupply. Although several studies evaluated the operational flexibility 

of processing systems on a technical level, a gap has been identified in employing the flexibility parameters in a 

comprehensive strategic study [3,4].  This work investigates the flexibility of natural gas utilisation to final hydrogen 
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carriers: methanol, MTBE ammonia, urea, and synthetic fuels  ,using a simulation agent-based modelling 

approach. Fundamentally, the data-driven approach relies on forecasted demand and price data, along with 

process simulation parameters extracted from simulating the processes on the commercial software Aspen 

HYSYS.  

 

DATA AND METHODOLOGY  

The tool used herein to optimise the yearly natural gas allocation to the downstream processes in Qatar is based 

on an agent-based modelling approach. The framework re-evaluates the optimal allocation strategy in response 

to demand changes and based on economic and environmental objectives. This section provides an overview of 

the ABM, the simulation approach, and the main input parameters. Fundamentally, the problem was solved based 

on economic and environmental objectives, as discussed in the results section.   

ABM simulation 

An agent is an independent unit with unique characteristics and behaviours. In this work, two major sets of agents 

were considered to interact for optimal decision-making subject to economic and environmental aspects. The first 

group is represented by a single agent (i.e., source), which is natural gas. The second group is represented by 

the processing options (i.e., sinks), which are ammonia, urea, GTL, methanol, and MTBE. The model is run for a 

planning horizon of 34 years of the primary agent (NG) reacting with the downstream agents (D). Both groups of 

agents interact in an environment represented by the global economy. Table 1 summarises the characteristics of 

the agents.  

Table 1: Characteristics of agents considered in the model 

Agent  Attributes Behaviours 

NG system 
(NG) 

- Total NG capacity C (billion cubic meters-BCM). 
- Yearly NG distribution capacities Cng (BCM) 
- Yearly NG allocation to Methanol Qm, GTL Qn, 
Ammonia Qa, MTBE Qe and Urea Qu. 
- Global Warming Potential from generating each 
product (kg CO2–eq) 

- Allocate NG to  
methanol (m), GTL (n), 
Ammonia (a), MTBE(e ), 
Urea (u) 

Downstream 
Industries (Di) 

- Yearly production capacities QDi (kg) 
 

- Determine best 
production sinks (S). 

 

 

 
Figure 1: Representation of ABM elements. 

 

Agents 

The first group of agent is represented by a single central element, the available natural gas capacity (Cng) to be 

allocated to different processes at annual basis. To achieve the allocation, NG grid allocates the available natural 



 
 

341 

  
 

 

gas capacity to 6 sinks:ammonia, urea, methanol, MTBE, and GTL processes to satisfy the allocation of the total 

NG grid capacity C. A sink is selected with a strategy to optimally allocate NG to downstream processes, including 

ammonia, urea, methanol, MTBE, and GTL based on forecasted global demand. Each allocation decision is driven 

by environmental and economic targets and operations limitations of the processes as discussed in the upcoming 

sections. 

 

 

Figure 2: NG system behavior. 

 

The second group of agents is concerned with the downstream processes. In this analysis, five downstream 

industries are regarded as agents Di: ammonia, methanol, urea, MTBE, and GTL. The behaviour of Di is 

characterised to optimally allocate NG capacity to downstream processes. Fundamentally, the allocated share is 

determined by factors, including the production capacity of process Di, and the minimum flexibility production of 

each industry Dmin. Figure 3 demonstrate the behavior of the downstream processing system. 

 
Figure 3: Downstream industries system behavior. 

 

Based on equations (1-4), the economic EC and environmental EI indicators are simulated at each time step n 

for analysing the performance of NG and Di.  Equations (1-2) are used for the estimating values for the NG 

strategy, while equations (3-4) are used for the Di strategy.  

𝐸𝐶 =  𝑄
𝑖,𝑁𝐺

× 𝑐𝑖,𝑁𝐺  where 𝑖 =   𝑛 (𝐺𝑇𝐿), 𝑎 (𝐴𝑚𝑚𝑜𝑛𝑖𝑎), 𝑎𝑛𝑑 𝑢 (𝑈𝑟𝑒𝑎),𝑚 (𝑚𝑒𝑡ℎ𝑎𝑛𝑜𝑙), 𝑒 (𝑀𝑇𝐵𝐸)     (1)   

𝐸𝐼 = 𝑄
𝑖,𝑁𝐺

 × 𝑒𝑖,𝑁𝐺 where 𝑖 =   𝑛 (𝐺𝑇𝐿), 𝑎 (𝐴𝑚𝑚𝑜𝑛𝑖𝑎), 𝑎𝑛𝑑 𝑢 (𝑈𝑟𝑒𝑎),𝑚 (𝑚𝑒𝑡ℎ𝑎𝑛𝑜𝑙), 𝑒 (𝑀𝑇𝐵𝐸)     (2) 
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Where 𝑄𝑖,𝑁𝐺   is the annual allocation of NG to processes (BCM), and 𝑐𝑖,𝑁𝐺  is the net cost from the achieved 

allocation ($/BCM) computed by HYSYS simulation. While 𝑒𝑖,𝑁𝐺 is the measure of environmental impact of the 

processes represented by global warming potential (GWP) and estimated based on HYSYS simulation.  

𝐸𝐶 =  𝑄
𝑖,𝐷
× 𝑐𝑖,𝐷 where 𝑖 =  𝑛 (𝐺𝑇𝐿), 𝑎 (𝐴𝑚𝑚𝑜𝑛𝑖𝑎), 𝑎𝑛𝑑 𝑢 (𝑈𝑟𝑒𝑎),𝑚 (𝑚𝑒𝑡ℎ𝑎𝑛𝑜𝑙), 𝑒 (𝑀𝑇𝐵𝐸)     (3)   

𝐸𝐼 = 𝑄
𝑖,𝐷
 × 𝑒𝑖,𝐷   where 𝑖 =  𝑛 (𝐺𝑇𝐿), 𝑎 (𝐴𝑚𝑚𝑜𝑛𝑖𝑎), 𝑎𝑛𝑑 𝑢 (𝑈𝑟𝑒𝑎),𝑚 (𝑚𝑒𝑡ℎ𝑎𝑛𝑜𝑙), 𝑒 (𝑀𝑇𝐵𝐸)     (4) 

Where 𝑄𝑖,𝐷 is the annual production of products by the processing units in (MMTPA) and 𝑐𝑖,𝐷 is the annual profit 

of products estimated using the economic analyser in Aspen HYSYSin ($/MT). Meanwhile,  𝑒𝑖,𝐷 is the GWP for 

each process estimated using Energy Analyzer in Aspen HYSYS.  

Finally, all production processes are subject to a lower operational limit, as illustrated in Table 2.  

Table 2: Minimum production flexibilities. 

Process  Ammonia Urea MeOH MTBE GTL 

Minimum production flexibility (MMTPA) 3.8 5.6 0.83 0.61 3.75 

 

RESULTS AND DISCUSSION 

Economic and environmentally independent scenarios were developed to allocate natural gas optimally to the 

downstream processes on a yearly basis. While the economic scenario takes into account the cost factor into 

consideration to decide on the optimal allocation, the environmental scenario solely considers minimising the 

emissions in the decision-making. Although the allocation strategy differs based on the objective, it was observed 

that demand and prices had a significant impact on the decision behaviour as illustrated in Figure 4.  

 

Scenario 1: Economic restrictions 

To meet the international demand of downstream chemicals, the NG allocation strategy is conducted based on 

an economic objective. After satisfying the local demand, the majority of the available NG capacity was allocated 

to GTL in the period between (2000-2014). However, the allocation strategy shifted to preferring ammonia 

production in the period between (2015-2035) driven by the high anticipated demand for cleaner energy 

resources. The allocation and associated emissions of the satisfied allocation are demonstrated in Figure 4 &5.   

 

 
Figure 4. NG allocation mix to downstream industries under scenario 1. 
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Figure 5. Downstream industries net profit and emissions indicators under scenario 1. 

 

Scenario 2: Environmental restrictions 

Subject to environmental conditions, the NG allocation strategy was highly shifted towards methanol production, 

as demonstrated in Figure 6. Compared to the economic scenario, the NG share allocated to ammonia production 

was significantly reduced throughout the planning horizon, despite the economic attractiveness of this 

monetisation route.  This decline is driven by the emissions released from the processes, hence the decline in 

ammonia in turn results in reducing urea production. While the increase in methanol production influences further 

utilisation of methanol for the production of MTBE as summarised in Figure 7. As illustrated in the figure the overall 

GWP emissions of each process as per the allocation strategy were reduced compared to the economic scenario.  

 
Figure 6. NG allocation mix to downstream industries under scenario 2. 

 
Figure 7. Downstream industries net profit and emissions indicators under scenario 2. 
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CONCLUSIONS 

With the increased shift to cleaner energy resources, hydrogen carriers became crucial for monetising hydrogen for 

cost-effective transportation to final markets. This work evaluates the optimal annual natural gas allocation to 

different hydrogen-rich products using forecasted demand and prices, operational flexibility limitations, and HYSYS 

simulation parameters as main inputs for decision-making. Two independent scenarios were implemented using an 

agent-based modelling approach to evaluate the optimal allocation strategies. Based on economic considerations, 

the results revealed a preference to prioritise NG allocation to GTL in the first 14 years of the planning horizon, 

followed by 16 years of shifting to ammonia due to the increased market demand for ammonia. The increase in 

ammonia production, in turn, allowed for enhancing the portfolio flexibility by producing urea. On the contrary, the 

environmental scenario priortised methanol production due to tackle GWP emissions.  This resulted in significantly 

reducing the NG share allocated to ammonia production.  Overall, the allocation strategies based on economic and 

environmental factors are a trade-off between profitability and emissions. Hence, ABM simulation provides prompt 

assessments of the influence of different input data and scenarios on the allocation strategy. This in turn supports in 

decision-making and provides insights on the impact of uncertainties on the operation of existing natural gas 

production systems.  
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ABSTRACT  

In the world of sustainable energy, our project presents a comprehensive mathematical model for a sustainable 

energy system within a restaurant community. The restaurant community of 50 restaurants produces waste cooking 

oil on daily basis that is utilized for biodiesel production, providing power for the community, while the wasted food is 

processed in an anaerobic biogas digester to produce methane for community’s use. Additionally, Glycerol that is 

produced as a by product in the biodiesel plant is sold to the community. The MFC results in the purification of water 

and production of little electricity. The community’s waste water is also used for hydrogen gas production through 

electrolysis. The Hydrogen gas produced is reacted with the atmospheric carbon dioxide to produce methanol, which 

is then used in the production of biodiesel. The mathematical modeling results demonstrate the potential for waste-

to-H2 conversion, CO2 mitigation from environment, clean fuel production, and green power generation within the 

restaurant community. 

Keywords: sustainable energy, Biodiesel, microbial fuel cell, electrolysis 

INTRODUCTION 

The increasing amount of waste generated by human activities has become a major environmental concern. Waste-

to-energy technologies have emerged as a 

promising solution to address this issue by 

converting waste into useful energy. In this project, 

we aim to develop a sustainable waste-to-energy 

system that utilizes waste cooking oil from 

restaurants to produce biodiesel, which can be used 

to generate power for the restaurant community. The 

organic waste from the restaurant community will be 

fed into an anaerobic biogas digester to produce 

methane, which will be used within the community. 

Glycerol, a by-product of the biodiesel plant, can be 

used as a sweetener in the community. The Waste 

water will be fed into a microbial fuel cell for 

purification but cannot be reused in the community 

due to health standards. Some waste water 

produced is electrolyzed to produce hydrogen, and The 

hydrogen and CO2 from the atmosphere will be 

reacted to produce methanol, which will be used in the production of biodiesel. The project aims to contribute to the 

development of sustainable waste-to-energy systems that can help reduce the environmental impact of waste while 

providing a source of renewable energy. The system can be divided into 2 parts one that is directly taking input from 

the restaurants and other whose input is dependent on other systems. The system taking primary inputs are Biodiesel 

production plant, Anaerobic Biodigester, MFC and Water electrolyser. The other subsystem include the methanol 

formation plant.  

MODELLING 

1. Biodiesel Plant 

An average restaurant produces 8-10kg of waste cooking oil per day [1]. The Biodiesel Plant was to be fed with 

500kg waste cooking produced daily by the community of 50 restaurants. [2] was used to establish  the Biodiesel 

Plant. The molar ratio of methanol to Triglyceride was taken to be 6:1.This means 560 mol of triglyceride was reacted 

with 3360mol Methanol. So 44kg of methanol will be required daily by the plant. The density of this oil is 

Figure 1: Schematic of the Proposed model 
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0.9192(kg/m^3) [3]. The molar mass is 

0.872(kg/mol) [4]. The Volume of the reactor is 

taken 1000L  at 60C[differ]. The model is 

simulated for one day. It must be noted that 

esterification of the Waste cooking oil is important 

that reduces the Free Fatty Acids(FFAs) from it to 

a concentration less than 3%. 

The Results showed Biodiesel yield of 435kg 

using 294.86(g/mol) molar mass of Biodiesel[2] . 

Glyceride produced as the by-product is 40kg. 

However the maximum yield was achieved after 

2.4 hrs. This means that the daily operating time 

of the plant will be 2.4 hrs. The 

methanol utilized per day is 44kg. 

The glycerol can be used as a 

sweetner for desserts being sold in 

the community. A biodiesel generator 

can produce 1.58kW-h electricity per 

kg by generator as stated by [5]. This 

means that the community can use 

Electricity of 685kWh per day on 

Biodiesel generators or can produce 

17kg of hydrogen from water 

electrolyses.  

2. Anaerobic Biogas Digestor 

According to green restaurant association, [6] 

a restaurant produce 30kg of waste food daily. 

This means that our community produces 

1500kg of waste food daily that will fed into the 

Anaerobic Biogas digestor daily producing 

methane gas for restaurant fuel need. Mass 

balance equations collected by [7] were 

employed for the simulink model. The 

simulation was run for a time interval of 30 days 

and shown methane yield enough for the 

restaurant demands. 

3. Microbial Fuel Cell 

The microbial fuel cell used is for the water purification purpose. The community produce 25,000L waste water daily. 

The mathematical model by [pinto] is employed for the Simulink model of the MFC. However the purified water from 

the MFC will be used in the community due to health 

standards, but could be transported for washing, 

irrigation and Industrial purposes. Therefore Its 

working didn’t plays a crucial role in our community. 

4. Methanol Production Plant 

Methanol formation is done using hydrogenation 

of carbon dioxide. The model  used is taken from 

[8] that considered 2 reactions. The Simulink 

model was run for the constants provided in[8]. 

The aim was to produce minimum 44kg of 

methanol by the hydrogenation of CO2 and H2. 

The simulation was run iteratively to get the input 

flow rates of both the reactants. For the H2 to CO2 ratio of 3:1 44kg of methanol was produced in 1.5 

hours with flow rates of 7.2kg/hr (0.002kg/s) and 52kg/hr (0.014kg/s) for H2 and CO2 respectively with 

Figure 4: Glycerol produced per day Figure 3 Biodiesel produced per day 

Figure 2: Simulink Model of Biodiesel Plant 

Figure 5: Anaerobic Biogas Digester 

Figure 6: Methanol Plant 
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CO2 conversion efficiency of 90%. Therefore we need hydrogen production of 10.8kg/day for this 1.5 hour 

running of methanol plant. 

5. PEM Water Electrolyser 

[9] Reported that 39.4 kW/hr is required per kg production of hydrogen that implies that 425kWh energy is 

required for the desired amount of H2 production i.e. 10.8kg/day. Converting 97L of water to hydrogen 

daily. Priority must be set to use the methane reforming for the methane from the biogas digester or use 

the power generated from the Biodiesel generator for Electrolysis process for hydrogen production, 

depending on the prices of methane and Electricity if it is to be bought for the Restaurant. 

RESULTS AND DISCUSSION 

The model provides a mathematical model to calculate the waste to energy and eventually cost savings. The cost 

saving depends on the location, availability of the products since the prices hugely depends on the country. In some 

places Gas is cheap while Electricity is expensive and vice versa. The Community produces 500kg waste cooking 

oil, 1500kg waste food and 25000L of waste water. The proposed model is capable of predicting conversion of this 

waste to 435kg of Biodiesel, enough methane for fuelling the community, Purification of the waste water, 10.8kg 

Hydrogen production, and production of 44kg of Methanol per day. This tells that every waste can be converted into 

green energy. 

 

CONCLUSIONS 

Keeping in point of view the increasing waste production and degradation of fossil fuels, sustainable systems should 
be focused for increasing the life of planet. Modelled is such a sustainable novel system that could be implemented 
keeping in view the advantages and limitations of such system. Further work can be done for location specific work 
for increasing the efficiency and cost effectiveness of the system. 
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ABSTRACT 

Increased dependency on non-renewable energy-dependent processes and vast industrialization has led to a drastic 
increase in the release of greenhouse gases, with very few active efforts to control these emissions. Notably, the 
textile industry stands as one of Pakistan's largest sectors, generating substantial environmental concerns. In 
response to these challenges, this study presents an innovative approach by introducing a novel solid oxide fuel cell 
multigeneration system powered by biomass waste derived from a textile industry and feeding all its energy 
generation back into that industry, hence achieving net zero emissions. This model aims to reduce waste by limiting 
greenhouse gas emissions as it uses a renewable energy source as fuel. A biogas purifier is added to the system for 
eliminating waste by using low-value outputs from the biogas digester. Hydrogen, electricity, and methanol for the 
textile industry are produced simultaneously by the system, with heat recovery through a simple Rankine cycle for 
improving efficiency. This multigeneration system has been modelled in MATLAB Simulink to obtain optimized results 
for the industry. Control systems such as level and feedback controllers have been employed in this model to ensure 
that best performance is achieved. 

Keywords: Hydrogen, Solid Oxide Fuel Cell, Multigeneration, Rankine Cycle, Control Systems. 

 

INTRODUCTION 

The ever-increasing demand of textiles has led to a substantial increase in the waste produced by the textile industry. 
In Pakistan, the textile industry alone is estimated to generate 25 million tons of waste every year, 95% of which can 
be used as biomass [1]. Currently, the energy supply to operate the textile industry is solely reliant on fossil fuels, 
and there is a dire need to establish alternative, sustainable energy sources to power the industry. Waste biomass 
from textile industry, released in large quantities, can be reused to generate electricity and hydrogen.  

From the textile industry, the sources of biomass are organic fibres (animal and plant fibres), synthetic fibres, cotton 
matter (cellulose fibres), synthetic polymers, wool, and sewage sludge [2]. In a study by Muhammad Noman et al [3] 
on textile waste management in Faisalabad, 850 textile-related industries of the city produced around 80,000 kg/day 
of solid waste. From this, 87.5% was organic textile waste that can be recycled to generate electricity in a fuel cell. 
Among the various types of fuel cells, solid oxide fuel cell (SOFC) has been studied for this system. The research by 
Wandercleiton et al [4] describes solid oxide fuel to have an input temperature be between 600 to 1000°C. The 
research discusses the two types of fuel injections into a solid oxide fuel cell; direct and indirect injection. In this 
study, a direct injection is studied, where natural gas can be directly fed into the fuel cell without the need to form a 
hydrogen-rich mixture. The introduction of PEM water electrolyser into the biogas purification system of the model 
proposed in this study aims to leverage its capabilities to enhance biogas purification efficiency, support hydrogen 
production for the methanol plant, and facilitate oxygen supply to the solid oxide fuel cell (SOFC). This integrated 
approach holds substantial promise in advancing sustainable energy solutions. 

The goal is to utilize the waste outputs such that emissions from biomass decomposition are minimized. The two 
major waste outputs were found out to be carbon dioxide and water, as biogas consists of 50-70% methane and 25-
45% carbon dioxide, each of which have been used to generate useful outputs such as hydrogen and methanol 
within the model. With a Steam Rankine Cycle operating by the exhaust heat of SOFC and powering a Polymer 
Electrolyte Membrane (PEM) Electrolyser, the model proposed in this system aims to have net-zero emissions by 
ensuring the release of useful outputs into the textile industry. 

 

SYSTEM DESCRIPTION 

Figure 1 on the next page is an overview of the model proposed in this study. Biomass is the input to this system, 
while hydrogen, methanol, electricity, and heating are the 5 major outputs of this multigeneration model, all of which 
are utilized in the textile industry. The main components of this system are SOFC stack, Steam Rankine Cycle, PEM 
electrolyser, and the methanol plant - all of which operate interdependently. 
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Biomass from the textile industry at 1 is entering the biogas digester at a rate of 820 kg per day. In the digester tanks, 
this waste decomposes anaerobically into component-rich biogas and is sent to the biogas purifier where the biogas 
is purified into its components; namely - natural gas, carbon dioxide, and water. Natural gas at 4 is released at a rate 
of 0.656 m3 per day, and carbon dioxide at 2 is released at a rate of 328 kg per day. Natural gas from the biogas 
purifier enters the solid oxide fuel cell, where it powers the cell to produce electricity at 5; this electricity is used in the 
textile industry to reduce load requirements by powering processes like spinning, printing, weaving & providing 
lighting. Exhaust energy from the fuel cell at 11, released at a temperature of 600°C [5] is used to power a steam 
Rankine cycle. In this cycle, a microturbine is used to generate electricity at 8 to power the PEM Electrolyser. Waste 
heat from the condenser of the cycle at 13 is repurposed to be used in the textile industry for heat setting of fabrics, 
dye fixation, thermal bonding, and textile printing. Electricity from the turbine at 8 is used to operate the PEM 
Electrolyser; water released from the biogas purifier at 9 water reacts at the anode of the electrolyser to produce 
oxygen and hydrogen as outputs. The oxygen released at 7 is used as an input to the SOFC stack while the hydrogen 
produced by the electrolyser is used in the methanol plant at 6; and in the textile industry at 12, where it is used in 
polyester production, desizing, hydrogen peroxide production, and pH adjustment. Hydrogen at 6 enters the methanol 
plant where it is made to react with carbon dioxide at 2, and eventually produce methanol at 3. The methanol 
produced is used in the textile industry as a base material to make synthetic fibres, and as a solvent in dyeing and 
printing of textiles. Heat at 10 is also produced as an output from the methanol plant and is utilized within the textile 
industry for processes mentioned above. Various control systems such as level and feedback controllers have been 
employed in the system to monitor the inputs and outputs of this model. 

 

ANALYSIS OF HYDROGEN PRODUCTION 

The amount of hydrogen produced in this model has been determined by first considering the amount of textile waste 
available to run the cycle. It has been gathered that 850 textile-related industries from the city of Faisalabad produce 
79,4209 kilograms per day of solid waste on average [3]. From this, 87.51% (695,189 kg/day) is organic textile waste. 
Hence it can be concluded that one textile factory produces approximately 820 kg of biomass per day. This waste 
will be considered as the input of the proposed system in this paper. Furthermore, C. Sundar Raj et al [6] establishes 
that 5 kilograms of biomass can generate 0.2 m3 of biogas in 50 days. Using these results, the amount of natural gas 
produced by 1 kilogram of biomass per day is considered to be 0.008 m3. 

 

Modelling of Methanol Plant 

The methanol plant operates with carbon dioxide and hydrogen as its inputs. The amount of carbon dioxide released 
at 2 has been figured out by assuming that 0.4 kg of carbon dioxide is released when 1 kg of biomass from the textile  

 

Fig. 1 Overview of the Proposed Model 
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industry is burnt [6]. Hence 328 kilograms of carbon dioxide are released when 820 kilograms of biomass 
decomposes. Molar equation has been used to calculate the moles of carbon dioxide and hydrogen from the relation 
in equation 1, which are 7454.54 mol and 22363.636 mol respectively. Mass of hydrogen produced per day is thus 
44.73 kilograms per day. Hence using equation 1 and the molar equation, the mass of methanol produced is 238.84 
kilograms per day. 

𝐶𝑂2 +  3𝐻2 ↔  𝐶𝐻3𝑂𝐻 + 𝐻2𝑂                                                                                                                                              (1) 

 

Modelling of PEM Electrolyser 

The amount of hydrogen used in the methanol plant determines how much water is consumed in the Electrolyser to 
generate the required hydrogen output. This is done using the relation in equation 2, which gives moles of water as 
44,727.272, and the corresponding volume of water as 0.805 m3 per day. Required electricity input to the Electrolyser 
is assumed to be 12.28 kWh [55]. The electrolyser has been modelled on MATLAB Simulink (Figure 2). Temperature 
setpoint was assumed to be 60°C. 

2𝐻2𝑂 ↔ 𝐻2  +
1

2
 𝑂2                                                                                                                                                            (2) 

 

Fig. 3 Simulink Model of PEM Electrolyser 

CONCLUSION 

It has been concluded by the modelling of PEM Electrolyser that with power varying from 20kW to 100kW (Figure 

3), hydrogen production can reach the desired output value of 0.6 g/s i.e. 44.7 kilograms of hydrogen per day for 

the methanol plant.  
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ABSTRACT 

At times of low renewable shares in the electrical grid, natural gas is the fuel of choice for power production in many 
countries. In a bid to further reduce carbon emissions, hydrogen from electrolysis and low-carbon production is an 
alternative for power production.  While low-carbon hydrogen is more competitive in current market conditions, it is essential 
to take a long-term approach considering the impact of the potential influencing factors and carbon policies. Therefore, this 
study aims to evaluate the impact of gas prices on the future deployment of hydrogen production technologies to achieve 
strict emission targets. A cost optimisation model of a power system was developed based on electrical supply-demand 
balancing and gas balancing. Electricity generation from wind and solar technologies, gas turbines and fuel cells were 
included in the model. Hydrogen and batteries were the selected energy storage options. The sources of hydrogen were 
from electrolysers and the purchase of low-carbon hydrogen. Reducing the gas price from 50 to 35 EUR/MWh, reduced 
total electrolyser installations from 8 GW to 5.3 GW between 2023 and 2050. However, it did not impact short and mid-
terms installations. The levelised electricity cost trends were influenced significantly, while the overall cost reduced by 6%. 

Keywords: green hydrogen, electrolyser, decarbonisation, renewable energy, renewable gas. 

INTRODUCTION 

Transitioning from hydrocarbons to renewable sources for electrical generation is an essential element of global efforts 
to reduce Greenhouse Gas emissions. Global electricity demand is expected to increase approximately twice of the 
current level[1] in the upcoming decades and Variable Renewable Energy (VRE) such as wind and solar are the key 
technologies for decarbonized electricity generation[2]. Existing electrical grids mostly rely on conventional power 
production plants. Increased VRE shares create challenges for grid operation and energy availability[3]. Renewable 
energy storage via green hydrogen technologies is technically capable to address the challenges of VRE while achieving 
decarbonization[4, 5]. On the other hand, green hydrogen technologies are not competitive in the current market 
conditions. Blue hydrogen from fossil fuel usage with carbon capture and storage technologies (SMR-CCS) provides 2-
3 times lower hydrogen costs than from electrolysis[6]. The major cost contributors for hydrogen production via 
electrolysis are capital cost and electricity price. A study on power-to-gas technology in decentralized energy systems 
concluded that higher hydrogen demand and VRE availability led to constant H2 production and a lower levelized cost of 
H2 (LCOH) [7]. However, it was still not an economic fuel under current market conditions. Cost optimization of the energy 
system infrastructures is essential but not sufficient to deploy the systems today. Moreover, an assessment of energy 
policies to support green hydrogen production using a financial model identified that current policies neither stimulate 
green hydrogen production nor discourage conventional investments [8]. On the contrary, there are advantages of green 
hydrogen production compared to conventional technologies. Electrolyser and VRE technology costs are expected to 
decrease further in the coming years to a lower cost base than over conventional methods[9-11]. Technology 
advancement in electrolysers including increasing efficiency is another supporting factor[11]. At the same time, there are 
ambitious net zero emission goals for the electricity sector, which will drive the demand for the installation of wind, solar 
and hydrogen technologies [2]. To sum up, there are a number of factors that point toward a commercial future for the 
green hydrogen technologies, but under what circumstances and conditions is unclear. For example, natural gas price 
is one of the parameters that has a direct impact on price of hydrogen and electricity generation from fossil fuels.  The 
focus here is to evaluate the potential influence of gas price variations on the long-term technology deployment for 
hydrogen production via electrolysers. The study results are expected to add value for investment decisions and policies 
as part of a decarbonisation pathway. 

METHODOLOGY AND MODELING 

A mathematical model is representative of an energy system with common features of energy system optimization models 
in the literature [12]. The model is built for a national coverage in a single node. Overall timeline in the model is between 
2023 and 2050 to represent a transition from current system setup to the net-zero emissions in 2050. 
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Model Components and Balances 

The major constraint on the model is the supply-demand balance for the electricity represented as per Eq. (1). Time 
resolution is combination of hourly (h) balance between power supply and demand and yearly (y) deployment of the various 
technology options. Renewable and conventional power production technologies such as wind, solar and gas turbine were 
included in the model together with an option to import electricity within the limits of the interconnectors. Fuel cell deployment 
was available to utilise hydrogen in power production. Moreover, conventional gas turbines were assumed to burn natural 
gas with a hydrogen blend up to 5% by volume[13]. Existing gas networks were assumed to handle certain amounts of 
hydrogen injection without significant changes in operational parameters[14]. Hydrogen (HSS) and battery systems (BESS) 
were introduced to take advantages energy storage. However, optimisation of the storage system capacities was not part 
of the study. Electrolysers were included in the electricity demand side and H2 production was limited to the total deployed 
electrolyser size up to a relevant year. Energy loss for H2 compression (HSS Comp) was added to the demand side. The 
potential power output from VRE sources was assessed based on wind speed and sunlight. Consequently, the supply side 
in the power balance equation may exceed the demand side, resulting in the dispatch of excess energy or the possibility of 
electricity export. The model operates on cost optimization without incorporating any revenue streams, therefore electricity 
exports were excluded from the power balance equation. 

𝑉𝑅𝐸𝑦,ℎ + 𝐺𝑇𝑦,ℎ + 𝐹𝐶𝑦,ℎ + 𝐵𝐸𝑆𝑆𝑦,ℎ + 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝐼𝑚𝑝𝑜𝑟𝑡 ≥ 𝑈𝑠𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑𝑦,ℎ + 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑒𝑟𝑦,ℎ + 𝐻𝑆𝑆 𝐶𝑜𝑚𝑝𝑦,ℎ    (1) 

Gas balances were established for natural gas and hydrogen in energy terms. Natural gas used in gas turbines in an hourly 
timeframe is summed to an annual imported natural gas amount. Two separate sources were available for hydrogen; 
production via electrolyser deployment (H2 prod) and imported blue hydrogen (H2 imp). Hydrogen sent to storage (H2 to 
strg) and hydrogen used from the storage (H2 from strg) are also part of the gas balance. Maximum limit of stored hydrogen 
in any time was limited to the assigned HSS size per the given year. Hydrogen gas balance is represented in the Eq. (2). 

𝐻2 𝑖𝑚𝑝𝑦,ℎ + 𝐻2 𝑝𝑟𝑜𝑑𝑦,ℎ + 𝐻2 𝑓𝑟𝑜𝑚 𝑠𝑡𝑟𝑔 𝑦,ℎ =  𝐻2 𝑡𝑜 𝐺𝑇𝑦,ℎ + 𝐻2 𝑡𝑜 𝐹𝐶𝑦,ℎ + 𝐻2 𝑡𝑜 𝑠𝑡𝑟𝑔 𝑦,ℎ       (2) 

The model components and interconnection between the gas and electrical balances were described in the Fig. 1. 
Mathematical models for wind turbines, solar panels, gas turbines, fuel cells, electrolysers and energy storage components 
are aligned with the common correlations used in the literature[15, 16]. Input data for hourly wind speed, and solar 
irradiance is based on the data recorded in Ireland in 2022 [17]. Electricity demands were assumed to be according to 
Ireland current data and electricity outlook [18, 19]. 

 
Fig. 1. System Representation and Efficiency parameters 

One of the major constraints in the model was yearly carbon emission limit which was based on the Ireland national 
targets for electricity sector[20]. Emissions factor to burn natural gas was assumed to be 202.9 gCO2/kWh for gas turbine 
power production and electricity imports[21]. Moreover, carbon emission penalty was applied with initial value of 47.5 
EUR/tCO2 and increased every year up to 150 EUR/tCO2 by 2050. Yearly carbon emissions limits and carbon penalties 
represents ambitious targets for early years as demonstrated in Fig. 2. 
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Fig. 2. Projected reduction in carbon emission limit and increase in carbon price to achieve net zero by 2050. 

Model Objective 

A cost optimisation methodology was used with a single objective function represented in Eq. (3). Net Present Cost 
(NPC) was calculated including investments, operation and maintenance and replacement costs for technology, carbon 
emission cost, electricity imports and gas purchases. Remaining lifetime value of the installed technologies at the end of 
the timeline was subtracted from the overall cost. 

𝑁𝑒𝑡 𝑃𝑟𝑒𝑠𝑒𝑛𝑡 𝐶𝑜𝑠𝑡 = ∑ (𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦 𝐶𝑜𝑠𝑡𝑦 + 𝐹𝑢𝑒𝑙 𝐶𝑜𝑠𝑡𝑦 + 𝐶𝑎𝑟𝑏𝑜𝑛 𝐶𝑜𝑠𝑡𝑦)
2050
𝑦=2023 − 𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 𝑉𝑎𝑙𝑢𝑒2050     (3) 

A Mixed Integer Linear Model (MILP) has been developed in a Python Pyomo package[22] utilising a Gurobi solver[23]. 

Investigated Case Scenarios 

The energy system model has been employed to investigate 4 scenarios each with different natural gas price conditions 
according to European Union gas prices data[24]. A high value of 50 EUR/MWh represents current gas prices while a 
low value of 35 EUR/MWh was used, based on gas price in prior to extreme price fluctuations. Natural gas price was set 
to a constant value for each case. The difference in natural gas prices between case 1 (high) and case 4 (low) implies a 
substantial reduction in price that will enable the examination of potential impacts on results. Purchased hydrogen gas 
and electricity prices depend on natural gas prices. Table 1 summarizes the complete list of the investigated cases.  

Table 1. Summary of the investigated gas price parameter 

 
Natural Gas Price 

(EUR/MWh) 

SMR-CCS Hydrogen Price 

(EUR/MWh) 

Electricity Import Price 

(EUR/MWh) 

Case 1 50 105 - 102 105 

Case 2 45 98 - 95 96 

Case 3 40 91 - 88 87 

Case 4 35 84 - 80 78 

Initial System Conditions 

Ireland power production system data has been used as a basis to assign realistic values for user demand, wind installed 
capacity, interconnector capacity and battery storage systems size [19]. Share of the wind energy at the starting year 
was 37%. No solar panel capacity was assumed initially. Electricity import was limited to 1000 MW which is equal to 14% 
of the maximum hourly demand. Interconnector capacity was increased in the subsequent years of the model according 
to the announced projects[18]. Fossil fuel power production from coal/peat/oil were not part of the model. The system 
components in the starting year are described in the Table 2. Initial power production CO2 intensity was 220 gCO2/kWh. 
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Table 2. Initial System Summary 

Electricity Demand (yearly) 39 TWh 

Peak Electricity Demand 6979 MW 

Natural Gas Consumption (yearly) 45 TWh 

Wind Installed Capacity  5878 MW 

BESS Capacity (Size) 2000 MWh (500 MW) 

 

Limitations of the Model 

The model has several limitations that must be considered while interpreting the results and conclusions. In this study, 
fossil fuel used for the blue hydrogen production was not part of the gas balancing and was not considered in emissions. 
Moreover, power production in the model does not involve the electrical grid operational requirements which are expected 
to impact any electrical grid modeling. The described energy system refers to Irish grid system but does not represent it. 

RESULTS AND DISCUSSION` 

Impact of the gas prices on the cost optimal decarbonisation pathways for the renewable and hydrogen production 
technology deployment have been analysed. Results for overall system cost, electrolysers deployment, hydrogen 
production and timeline of the optimal electrolyser deployment are discussed in this section. The final system component 
capacities are summarised in the Table 3 for case 1 and 4. It was observed that low gas prices led to a reduction in the 
wind and solar technology installation by ~15%. 

Table 3. Final System Summary 

 Case 1 Case 4 

Wind Installed Capacity 21.4 GW 18.2 GW 

Solar Installed Capacity 33.2 GW 28.9 GW 

Electrolyser Capacity 8 GW 5.3 GW 

Fuel Cell Capacity 8.3 GW 8.4 GW 

HSS Capacity 2.4 TWh 2.4 TWh 

BESS Capacity 20 GWh 20 GWh 

 
Impact on electrolyser deployment and hydrogen production 

Results showed that the optimal timeline for the majority of the electrolyser, wind and solar technology installations is 
between 2030 and 2040 for all investigated case. Main influencing factor was strict carbon restrictions rather than the 
gas prices. There was demand for hydrogen by 2030, which was met by blue hydrogen purchases. Electrolyser 
installation became commercially attractive only after the high VRE availability and electrolyser investment cost reduced 
by 35%. High gas price case led to more electrolyser deployment (~8 GW) than the low gas price (~5.3 GW) case by 
2050 as summarised in Fig 3. The difference in the electrolyser capacity installations was only observed after 2040. 
Lower blue hydrogen prices promoted the hydrogen purchases rather than electrolyser production in the case 4. It has 
been further discussed together with the hydrogen production trends plotted in the Fig. 4. 

              
Fig. 3. Total electrolyser capacity installations   Fig. 4. H2 production trend over the timeline 
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The overall hydrogen consumption increased by 18% in low gas price case. On the other hand, overall hydrogen 
production via electrolysis declined by 46%. Lower gas prices led to double the low-carbon hydrogen purchases in 
comparison to the high gas price case. The results indicated that the gas price change has a significant impact on source 
of the hydrogen, especially for the last 10 years of the timeline. Moreover, hydrogen production was decreased after 
2040 for all the cases. It was observed because of lower electrolyser cost reduction and lack of new VRE capacity 
additions while electricity demand continues to increase. There was not any significant change in the overall and yearly 
natural gas consumption between the Case 1 and Case 4 due to being the cheapest fuel option. Although the fuel cell  

efficiency was slightly higher than gas turbines, additional cost of hydrogen production prevent the significant change in 
the natural gas consumption. 

Impact on system cost 

Overall system net present cost includes capital investments for any technology installations, operational and 
maintenance costs for the installed technology, fuel and electricity purchases and carbon emission costs. It has been 
observed that there was 6% decrease in overall net present cost between the high and low gas price scenarios while the 
gas price decreased by 30%. Levelised cost of the electricity (LCOE) has been used to compare the high and low gas 
price cases in a yearly timeframe and plotted in Fig. 5 for the investigated cases. Obtained results are indicating that the 
natural gas price has a significant impact on investments in early stages of the energy systems transition period. 
Electricity demands were increased by 37% until 2030 and by 67% until 2040 where the majority of the technology 
investments are done in this period. Therefore, high gas prices added significant installation cost into power production 
in the early timeline to achieve the carbon targets. Lower gas prices resulted in less discrepancy in amount of investments 
in the near and mid-term. After 2040, there is not extreme differences in LCOE values since the costs are mostly 
consisted of fuel prices rather than capital investments. 

 
Fig. 5. Levelised Cost of Electricity for Case 1 to Case 4 

 

CONCLUSIONS 

Decarbonisation of the power production demands a significant transition in energy systems. Integration of the hydrogen 
into the energy systems has a potential to support this process. This study aims to investigate a transition timeline and to 
assess the impact of high and low gas prices on hydrogen production technology integration. The conclusion from the study 
was that natural gas price did not have significant impact on the electrolyser installation timeline. The main influence on the 
timeline was from VRE availability which is driven by carbon emissions targets and higher level of cost reduction in 
electrolysers in the early years. However, low natural gas price has a significant reducing impact on the overall size of the 
electrolyser installation in the later periods of the energy systems transition. This may suggest that uncertainty in the future 
gas prices should not impact the investment decisions for electrolysers in mid-term if they are supported by VRE availability. 
Natural gas price reduction did not impact the overall hydrogen consumption negatively but slowed down hydrogen 
production by electrolysis. The assumption that blue hydrogen does not lead to carbon emissions disables the impact of 
carbon restriction on hydrogen purchases. Hydrogen production via electrolyser is also negatively impacted from the lack 
of new VRE additions in the later term for all gas price cases. The overall cost of the electricity was reduced with lower gas 
prices which provides advantage in terms of LCOE. Moreover, lower gas prices lead to smoother LCOE fluctuations than 
higher gas prices. Further analysis of the obtained results might result in deeper findings on potential impact of gas prices. 
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Given the investigated natural gas prices and discussed results, natural gas price has a significant impact on hydrogen 
technology deployment in overall the decarbonisation pathway. Potential reduction of the gas prices does not have negative 
impact on short and mid-term investment decision for hydrogen technology. On the contrary, it may result in more controlled 
fluctuations for levelised cost of electricity in the early years of the energy transition period. 
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ABSTRACT  

The search for new fuel types to replace fossil fuels has intensified in recent decades within the energy transition context. 

Moreover, green hydrogen has been classified as one of the most prominent environmental solutions to reduce greenhouse 

gas emissions due to its many advantages, especially cleanliness and availability, where it is produced cleanly by 

electrolysis of water using renewable energy sources. Therefore, this paper presents an experimental study of solar 

hydrogen production by indirect coupling between photovoltaic modules and PEM electrolyzer HG-60 in the Ouargla region, 

Algeria. In the first part, we present an experimental investigation of the system components' performance under the 

coupling conditions; however, we found a decrease in the adaptation efficiency between the PV generator and the 

electrolyzer. Moreover, we present in the second part a coupling via an MPPT controller of the system by developing a 

program in the MATLAB environment for optimal power transfer to the electrolyzer to determine the system energy potential 

and the hydrogen volume produced in the actual situation of the system and under the same experimental conditions. The 

most notable results indicated that the hydrogen production in the experiment phase was 10.88 to 40.5 l/h, resulting in 

approximately 160,531 liters of hydrogen. However, the MPPT simulation results showed that the production reached 20.28 

to 49.72, and the volume of hydrogen was 209 liters during the same experiment periods from 09:47 to 16:30. 

Keywords: Hydrogen production, Photovoltaic, PEM electrolyzer, System adaptation, Ouargla region.  

INTRODUCTION 

Alternative energy sources must be found as quickly as possible, given the depletion of natural resources and the harmful 

effects of greenhouse gas emissions on the environment resulting from the combustion of fossil fuels. Air pollution is one 

of the world's major environmental concerns  [1]. As a result, exploring new energy sources, techniques for their 

conversion, and strategies for their use have become key research topics. Renewability and environmental friendliness 

are essential aspects to consider when considering energy alternatives. In addition to efficient production techniques, 

efficient storage techniques must also be implemented [2]. Moreover, hydrogen can be an alternative fossil energy source 

and play an essential role in the energy transition. It can be used as an input for fuel cells to generate electrical energy 

without greenhouse gas emissions. It can also be utilized in further applications, including mineral processing, 

petrochemicals, and ammonia [3]. In fact, in nature, this element is found almost systematically with other atoms, such 

as oxygen in the case of water or carbon in the case of natural gas. Hydrogen has certain physicochemical properties 

that are useful from a biological point of view. It is a very light gas (density = 0.09 kg/m3, at 0 °C) and has a very high 

calorific value (33.3 kW/kg, versus about 14 kW/kg for methane; PCI data). It is odorless, colorless, and non-polluting. 

In the current energy context, hydrogen's physical and environmental properties make it a high-quality energy carrier 

with electricity [4]. Although hydrogen is the most abundant element in the universe, this component does not occur 

naturally on Earth. However, it is bound to other atoms similar to (C, O, N), so it has to be created by extracting the H 

atom from compounds that contain it - mainly water, biological species, and fossil fuels. Hydrogen is the only element 

that can be produced from the most abundant compound on Earth, water, using various renewable energy sources and 

different technologies. Recent statistics show that hydrogen production from fossil fuels is the most widespread today, 

but it cannot be a long-term solution due to the limited lifespan of these fuels. So, it can only constitute a medium-term 

solution. In addition, this technology generates carbon dioxide. Currently, 48% of the world's hydrogen is produced from 

natural gas (grey hydrogen), 30% from petroleum, 18% from coal (brown hydrogen), and the remaining 4% comes from 

the electrolysis of water using renewable energy sources (green hydrogen). As hydrogen technology continues to be 

researched and developed, it can play an important role in creating a more sustainable and environmentally friendly 

future. Consequently, the method of hydrogen production is a crucial area of research that should be explored to achieve 

high hydrogen yields with greater efficiency. Each hydrogen production method has its advantages and drawbacks. 

Choosing the right procedure depends on energy efficiency, cost, environmental impact, and feedstock availability. Some 

of these are partial oxidation [5], auto thermal reforming [6], steam methane reforming (SMR) [7], ammonia 

decomposition [8], biohydrogen, electrolysis [9], biomass gasification [10], photobiological water splitting, plasma 
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reforming [11], and photoelectrochemical water splitting [12] [13].  Hydrogen can also be stored in three diverse forms, 

depending on its application, pressure, temperature, and storage volume: (1) compressed in high-pressure gas cylinders 

[14], (2) stored in liquid form [15], (3) stored in solid form in metallic and non-metallic hydrides [16]. Furthermore, as part 

of the energy transition project to green hydrogen, in 2020, the Algerian government committed to integrating hydrogen 

into energy exports by 2030. A roadmap has also been drawn up between Algeria's Sonatrach and Italy's Eni for a joint 

evaluation of the techno-economic feasibility of a pilot project to generate hydrogen from renewable energies untapped 

in Algeria, such as solar and wind power [17]. Based on the above, much research has been published about the 

possibilities of hydrogen production in Algeria. Gougui et al. [18] studied a direct and indirect photovoltaic/water 

electrolysis system in the Ouargla region. Boudries et al. [19] evaluated the potential for hydrogen energy production 

using a concentrator photovoltaic (CPV) system for different sites in Algeria. Ghribi et al. [20] studied the technical 

potential for hydrogen production from a photovoltaic/PEM electrolyzer system. They estimated the amount of hydrogen 

produced by this system at six different sites in Algeria, using global hourly solar radiation on the horizontal plane and 

ambient temperature. From the literature in Ouargla, there have been very few field investigations about green hydrogen 

production. Therefore, the main objective of this article is an experimental study and analysis of the hydrogen production 

system through the electrolysis of water from a photovoltaic source in the Electrical Engineering Laboratory of the 

University of Ouargla to know the production capabilities of the system and the potential of the region. For this purpose, 

some background information and highlights of the importance of the work is provided. Following that, the experimental 

system description of hydrogen production is presented. Then, the mathematical modeling is offered. After that, the 

results and discussion are illustrated. Finally, conclusions and future work are provided. 

EXPERIMENTAL SYSTEM DESCRIPTION 

 This experimental part was done in May month. Our installation consists of two photovoltaic modules of polycrystalline 

types of 220 W mounted in the LAGE laboratory, a PEM electrolyzer (HG-60) of 60 l/h. Moreover, a power management 

unit includes a DC/DC solar regulator (without MPPT), a DC/AC inverter, two 12 V 55 Ah lead-acid batteries, and a data 

acquisition unit. The hydrogen delivered during our experiment is collected in special hydrogen tanks. The experimental 

prototype is presented in Fig.1. 

 
Fig. 1. Hydrogen system components 

MATHEMATICAL MODELING  

    The photovoltaic single diode model equivalent output current is represented in Eq. (1): 

I = IPh − I0 × [e
(
V+RS×I

n×VT
)
− 1] − [

V+RS×I

Rp
]                                             (1)  

Where IPh is the photo-current, Rs and Rp represent the series and parallel resistances (Ω), n represents the diode 

ideality factor, and VT represents the thermal voltage (V).  

The following relations give the adaptation efficiency between the PV generator and the electrolyzer 

휂𝑎𝑑𝑝 =
𝑉∗𝐼

𝑉𝑜𝑝𝑡∗𝐼𝑜𝑝𝑡
                                                (2) 

Where V is the coupling voltage (V), I is the coupling current (A), Vopt represents the optimum voltage (V), and Iopt 

represents the optimum current (A).  
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RESULTS AND DISCUSSION 
 A set of measurements was taken during May, from 09:47 to 16:30; the results of solar radiation profile, outdoor 

temperature, and panel temperature are shown in Fig. 2. 

 
Fig. 2. Solar radiation, outdoor temperature, and panel temperature 

 After the experimental process and based on the capabilities of the system, we recorded a fluctuation and decrease 

in the electrical energy produced by the system, which became more apparent in some peak periods due to the lack of 

a maximum power point tracking system in the experimental prototype, as the maximum energy of the PV generator was 

not exploited at every moment, and this is confirmed by Fig. 3. Moreover, after the calculation proses, we found that the 

adaptation efficiency varied from 51.83 to 93.42 % and that confirmed there is a loss of energy. Furthermore, the 

decrease in the power of the PV generator is due to the decrease in current due to some unintentional partial shading 

on the PV modules. In addition, the rise in temperature also contributes to a decrease in current values. Therefore, the 

electricity available to operate the system and electrolyzer to produce hydrogen was less than expected. That also 

affected the amount of energy stored in the batteries, and it served as a second source in all experiment periods, as 

shown in Fig. 4 (a). 

 

Fig. 3. Simulated V-I and V-P characteristics of the PV generator with the measured coupling point 

 To address this challenge, a simulation program was developed in the MATLAB environment based on the same 

experimental conditions but with an MPPT controller to improve energy efficiency and for optimal power transfer to the 

electrolyzer. The results were presented in Fig. 4(b), and from these results, we recorded a significant improvement in 

system productivity, contributing to increasing the system's overall efficiency. Moreover, the PV generator production 

reached 251.7 to 372.5 W watts while not exceeding 275 W in the first stage. In addition, the noticeable improvement in 

the energy consumed by the electrolyzer leads to increased hydrogen production. 
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Fig. 4. Power production and consumption, (a) under operating conditions, (b) with MPPT 

 Fig. 5 shows the hydrogen flow rate for the HG-60 PEM electrolyzer during the experimental periods. The results 

show that the electrolyzer's output is directly related to the energy supplied because the hydrogen flow is a linear electrical 

current function within the nominal output limits (60 l/h). Under operating conditions, production was recorded in the 

range of 10.88 to 40.5 liters per hour. However, with the MPPT controller, the production rate improved from 20.28 to 

49.72 l/h. That confirms the direct impact of the absence of the MPPT controller on the electrolyzer production. 

 
Fig. 5. Hydrogen flow rate 

 The hydrogen volume refers to the amount of hydrogen produced during the solar water electrolysis process. 

Furthermore, the trapezes method was used to estimate the volume of hydrogen obtained during the experiment periods 

from 9:47 a.m. to 4:30 p.m. for the two study cases. The results are shown in Fig.6. Through the results, we found that 

the volume produced was about 160.5 liters during the experiment periods under operating conditions. In contrast, with 

the MPPT controller, the produced volume reached 209 liters during the same period.  
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Fig. 6. Hydrogen volume results 

 In all these results, these variations can be explained by some main factors. An increase in solar radiation increases 

the total amount of solar energy available to photovoltaic units, thus boosting electricity production. On the other hand, 

an increase in temperature can hurt PV efficiency. Solar cells work best at low temperatures. A rise in temperature 

increases the cell's resistance and reduces the available voltage, thus lowering the system's overall efficiency. Moreover, 

the MPPT technology improves the performance of the PV generator by tracking the maximum power point. Its effect on 

the performance of solar panels is to increase their efficiency and increase the energy that can be extracted. In addition 

to some undesirable factors, such as partial shading, these factors primarily affect the electrical current, which is a linear 

function of the hydrogen flow. Therefore, it affects the solar hydrogen production process. 

 
CONCLUSIONS 

 In this work, we presented an experimental analysis of a green hydrogen production system in southeastern Algeria 

using a PEM electrolyzer with a capacity of 60 l/h and a photovoltaic generator with a power of 440 W. Moreover, under 

normal conditions of the experiment from 09:47 to 16:30, a PV production below 275 W and a hydrogen flow rate of around 

40.5 l/h were recorded. Even so, this generated a volume of around 160.5 liters of hydrogen throughout the experiment. 

Furthermore, to assess the system's true potential, we developed a simulation program in the MATLAB environment under 

the same experimental conditions and with an MPPT controller. We recorded an improvement in the power transfer to the 

electrolyzer and, consequently, in the electrolyzer output. The volume of hydrogen reached around 209 liters during the 

same period of study, which is considered a good value depending on the system available. As a future work, this installation 

could be developed by adding other elements to the photovoltaic system, such as a fuel cell to make a hybrid system and 

managing electrical power. 
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NOMENCLATURE  
𝐼 PV output current, A 

Iopt  PV optimum current, A 

𝐼𝑃ℎ Photo-current, A 

𝐼0 Diode saturation current, A 
n Diode ideality factor 
Vopt  PV optimum voltage, V 

VT Thermal voltage, V 
𝑅𝑆, 𝑅𝑝 Series and parallel resistances, Ω 
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Subscripts 
MPPT Maximum Power Point Tracking 
PEM proton exchange membrane 
H2 Hydrogen  
O2  Oxygen 
HG-60 Hydrogen Generator 60, sl/h 
PV Photovoltaic 
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ABSTRACT 

It is known that the functioning of fuel cells necessitates understanding the different phenomena and their 

properties based on specific mathematical models. So, to deliver a reliable simulation of the properties of a 

fuel cell system, accurate parameter estimation of the fuel cell model is a crucial step. Due to this reason, a 

comparative investigation between two robust methods, the Gradient-based Optimizer and the Bald Eagle 

Search Algorithm, has been presented for the optimum unknown parameters identification of the Proton 

Exchange Membrane fuel cell (Heliocentris FC-50). The basic concept is to minimize the mean absolute bias 

error (MABE) between the measured stack voltage and the one predicted by those algorithms. The 

achievements show that although the algorithms were close, in contrast, the GBO algorithm gives a better 

superiority than the BES for optimum estimation of the PEMFC model, where the best fitness was recorded 

with the GBO at 0.036796, compared to 0.036837 with the BES. Also, the GBO has generated the minimum 

error values in all statistical tests and the lowest deviation with 0.001323 and 0.007040 for the BES algorithm. 

These results indicate that the GBO method is more stable and robust for PEM fuel cell parameter extraction. 

Keywords: PEM fuel Cell, Parameters identification, Gradient-based optimizer, Bald Eagle Search 

Algorithm, Statistical test. 

 

INTRODUCTION 

The growing demand for energy, depletion of fossil resources, and environmental pollution represent a 

significant challenge to the world's sustainable development. To mitigate these problems, improving energy 

and developing clean energy technologies is necessary, like fuel cell (FC) systems, which undergo an 

electrochemical reaction process to generate highly efficient electricity. Fuel cells are clean energy sources 

because they do not produce harmful pollutants such as CO, CO2, and SO2 [1]. Moreover, it is widely 

applied with numerous advantages such as high efficiency, environmental protection, low pollution, and 

durability [2]. What is more, there are many different types of fuel cells, and the difference between them 

according to the type of electrolyte and fuel used, which are Direct methanol fuel cell (DMFC), Alkaline fuel 

cell (AFC), Molten carbonate fuel cell (MCFC), Proton exchange membrane fuel cell (PEMFC), Phosphoric 

acid fuel cell (PAFC), Solid oxide fuel cell (SOFC) [3]. In particular, PEMFC technology is essential in 

creating a safe and efficient energy economy that can contribute to clean energy transition and reduce 

environmental pollution problems. The PEMFC is a multi-input/output device with a complex structure that 

requires a continuous hydrogen supply at the anode and oxygen at the cathode under specific temperature 

and pressure conditions. In addition, a standard PEMFC contains a bipolar plate, a gas diffusion layer, a 

catalyst layer, and a proton exchange membrane [2]. It has been characterized by fast response and low 

working temperatures. Further, it has been widely used in many applications, such as electric vehicles [4], 

microgrid applications [5], domestic applications [6], and micro-combined heat and power applications [7]. 

It is also used in power systems as distributed generation [8] and in feeding switched reluctance motors [9]. 

In general, fuel cell operation requires understanding operating dynamics and various phenomena based 

on distinct mathematical models. Consequently, many mathematical models have been developed to obtain 

accurate and reliable current and voltage characteristics, but traditional method models need to allow 

efficient determination of model parameters. Metaheuristic methods, on the other hand, are nature-inspired, 

population-based search techniques. They have an excellent ability to solve global optimization problems 
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efficiently. A comprehensive literature review has shown that many meta-methods have been applied in the 

context of fuel cell modeling. Some of them are: Genetic algorithm [10], Dual objective global optimization 

[11], Hybrid cuckoo search grey wolf algorithm [12], Fractional order dragonfly algorithm [13], Improved 

design of crow search optimization algorithm [14], Developed Aquila Optimizer [15], Modified grasshopper 

algorithm [16], Neural network PSO [17], Levenberg-Marquardt backpropagation algorithm [18], Chaos 

embedded PSO algorithm [19] and Adaptive Sparrow Search algorithm [20]. Moreover, this short paper 

compares two identification algorithms: the gradient-based optimizer (GBO) and the Bald Eagle search 

algorithm. These methods were used to specify PEMFC parameters with the highest possible accuracy. 

The rest of this paper is organized as follows: Section experimental system description. Moreover, PEMFC 

mathematical modeling and Fitness functions are introduced in the Section identification strategy. After that, 

the results and discussion Section. Lastly, conclusions and future work are summarized in Section 

Conclusion. 

EXPERIMENTAL SYSTEM DESCRIPTION 

The Heliocentris FC-50 test bench illustrated in Fig. 1 was installed in the LAGE Laboratory at Ouargla 

University. This platform includes a PEMFC unit of 50W, a cooling fan used as a flow source for oxygen, a 

Hydrogen tank, a low-pressure regulator valve, an electronic load, a DC/DC converter, and the data 

acquisition system. The test bench is utilized to characterize, investigate, and validate the different algorithms 

that ensure optimal operation of the PEMFC-based systems. The field tests were executed at a fixed working 

temperature and were covered by the automatic cooling fan. In addition, the electrical characteristics of the 

FC50 fuel cell are drawn by connecting its terminals to a variable electronic load from 0 to 10 amps, then 

taking the corresponding voltage and current points within the range above, where the measured data can be 

read directly through the LCD screens or using the data acquisition program provided by the Heliocentris 

company. 

 
Fig. 1. Heliocentris FC-50 test bench.  

In the first step, we review the effect of both temperature and air supply on the electrical characteristics of the 

fuel cell, where we found that the characteristic of the high-temperature measurement flattened more 

powerfully  ,as presented in Fig. 2; it can be noticed that the fuel cell performance was increased with the 

growing stack temperature. At lower temperatures, the catalytic process was limited. At higher temperatures, 

the resistance increases, especially from the membranes drying. However, the optimum temperature relies 

on different factors, e.g., the load current and the airflow. Therefore, the application also affects its optimum 

temperature. On the other hand, as is displayed in Fig. 3. The performance of the FC with auto fan control 

continued to rise over the entire measuring range and with values better than the fuel cell with constant fan 

power (6%). 
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Fig. 2. Impact of temperature on the PEMFC curves. 

        
Fig. 3. Impact of air supply on the PEMFC curves. 

IDENTIFICATION STRATEGY 

PEMFC mathematical modeling 

The mathematical model of a proton exchange membrane fuel cell is represented as follows: 

𝑉𝐹𝐶 = 𝑛 ∗ (𝐸𝑛𝑒𝑟𝑛𝑠𝑡 − 𝑉𝑎𝑐𝑡 − 𝑉𝑜ℎ𝑚 − 𝑉𝑐𝑜𝑛𝑐)        (1) 

Where Enernst is the thermodynamic potential, Vact is the activation losses, Vohm is the ohmic losses, and Vconc 
is the concentration losses, which can be calculated as follows: 

𝐸𝑛𝑒𝑟𝑛𝑠𝑡 = 1.229 − 0.85 × 10
−3(𝑇 − 298.15) + 4.31 × 10−5 × 𝑇 × 𝑙𝑛(𝑃𝐻2

∗ √𝑃𝑂2
∗ )   (2) 

𝑉𝑎𝑐𝑡 = −[𝜉1 + 𝜉2. 𝑇 + 𝜉3. 𝑇. 𝑙𝑛([𝐶𝑂2
∗]) + 𝜉4. 𝑇. 𝑙𝑛(𝐼𝐹𝐶)]      (3) 

𝑉𝑜ℎ𝑚 = 𝐼𝐹𝐶 . (𝑅𝑚 + 𝑅𝐶)          (4) 

𝑉𝑐𝑜𝑛 = −𝛽. 𝑙𝑛 (1 −
𝐽

𝐽𝑚𝑎𝑥
)          (5) 

where T represents the PEMFC temperature (k), PH2
∗  and PO2

∗  are hydrogen and oxygen pressure values (atm). 

ξ1 ; ξ2 ; ξ3 ; ξ4  are semi empirical coefficients; IFC  represents the output current; CO2
∗  is the oxygen content 

(mol.cm3), and Rm is the ohmic membrane resistance. J and represents the current density  (A/cm2), and β is 

the electrochemical constant (V). 

Fitness function 

The mathematical model of PEMFC is defined by eight unknown variables, which are described in Eq 6: 

X = [ξ1, ξ2, ξ3, ξ4, λ, Β, Rc & Jmax]         (6) 

These parameters are obtained numerically using the Bald Eagle search optimization algorithm (BES) [21] 

and the Gradient-based optimizer algorithm (GBO) [22]. A model is accurate if the experimental and estimated 
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data match each other. Therefore, the mean absolute bias error (MABE) between the measured and predicted 

points in Eq. (7) is generally viewed as the objective function (OF).  

𝑂𝐹(𝑉𝑒𝑥𝑝 , 𝐼𝑒𝑥𝑝 , 𝑋) = 𝑀𝐴𝐵𝐸 =
1

𝑛
∑ |𝑉𝑒𝑥𝑝(𝑖) − 𝑉𝑒𝑠𝑡(𝑖)|
𝑛
𝑖=1       (7) 

RESULTS AND DISCUSSION 

Using the MATLAB environment, the suggested algorithms were used to extract the unknown parameters 

of the Heliocentris FC-50 stack. Moreover, the program was conducted 30 times during 1000 iterations, 

and the population number was equal to 50 agents. The optimal parameters results are offered in Table 1. 

The comparison shows a significant convergence in the values of the optimal parameters recorded. 

However, the best fitness value was obtained by the GBO algorithm with 0.036796, whereas the BES 

algorithm achieved a value of 0.036837. 
 
Table 1. - Optimal parameters of PEM FC50 using GBO and BES algorithms 

Parameter Lower bound Upper bound GBO BES WOA [23] 

ξ1 -1.1997 -0.8532 -1.155790 -1.199328 -1.0837 

ξ2 1e-03 5e-03 0.003656 0.003582 0.0024 

ξ3 3.6e-05 9.8e-05 9.582787e-05 8.239728e-05 5.8816e-5 

ξ4 -26e-05 -9.54e-05 -0.000150 -0.000150 -2.1106e-4 

𝝀 13 23 13.000861 14.933452 16.5558 

Β 0.0136 0.5 0.499999 0.491618 0.0353 

Rc 0.1e-03 0.8e-03 0.000791 0.000799 6.3813e-4 

Jmax 0.4 0.5 0.408886 0.402807 0.4996 

Best Fitness - - 0.036796 0.036837 0.0506 

Fig. 4. Shows a comparison between the experimentally measured voltage and power points and those 

estimated by the GBO and BES algorithms for the FC-50 stack. These results show a good match between 

the points estimated by these techniques and measured data across the entire operating range. Moreover, 

this confirms the robustness of the suggested algorithms in extracting the fuel cell's optimal parameters. In 

addition, with a rapid convergence to the optimal values, as displayed in Figure 5. They have a high potential 

to explore the search area quickly. 

 
Fig. 4. Output characteristics using the GBO algorithm 
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Fig. 5. Convergence speed 

Furthermore, the accuracy of the investigated methods was assessed by calculating some benchmarks 

and statistical indicators. The results are listed in Table 2. The performance was good for all optimizers for 

the considered PEMFC; However, the GBO results were more suitable than BES. It can be observed that 

the minimum deviation of 0.001323 was reached by the GBO, followed by the BES with 0.007040. Also, 

the GBO attained the lowest average MABE value of 0.036980 flowed by the BES algorithm with 0.037357. 

In addition, the results showed that the GBO outperformed the BES, where the value of the determination 

coefficient was 0.996187, whereas the WOA recorded a value of 0.996182.  All that demonstrates the 

superiority of the GBO in identifying the optimal parameters of the PEM FC50 compared with the BES 

methods. 
Table 2. - Statistical results 

Indicator GBO BES  

Best 0.036796 0.036837 

Mean 0.036980 0.037357 

Worst 0.050440 0.157631 

Std 0.001323 0.007040 

Median 0.036798 0.036849 

Mode 0.036797 0.036837 

Range 0.013643 0.120793 

MAPE 0.174109 0.173788 

RMSE 0.064200 0.064246 

MBE -0.014727 -0.014710 

Rrmse 1.017983 1.018701 

t-stat 0.881849 0.880105 

R² 0.996187   0.996182 

Ranking 1 2 

 

CONCLUSIONS 

Hydrogen fuel cells have gotten much attention recently due to their many advantages, high efficiency, and 

reliability. Therefore, to deliver a reliable simulation of the PEMFC model, accurate parameter estimation is a 

crucial step. Due to this reason, a comparative analysis of two metaheuristic algorithms, the gradian-based 

optimizer (GBO) and the bald search eagle algorithm (BES), have been presented for the optimum unknown 

parameters identification of the PEM fuel cell (FC-50). The primary concept is to lessen the mean absolute 
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bias error (MABE) between this algorithm's measured and estimated output. The achievements indicate that 

the GBO algorithms gave a better superiority for optimum PEMFC model estimation, where the best fitness 

was recorded with 0.036796 and 0.036837 for the BES. Also, the GBO has generated the minimum error 

values in different statistical tests with the lowest deviation of 0.001323 compared to the BES with 0.007040. 

These results indicate that the GBO method is more stable and robust for PEMFC parameter extraction. In 

future work, we aim to use other new optimization algorithms and use them in further fuel cells. 
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NOMENCLATURE  
FC Fuel cell 
MABE Mean absolute bias error   
MAPE Mean absolute percentage error 
MBE Mean bias error 
PEMFC  Proton exchange membrane fuel cell 
RMSE Root mean square error 
rRmse Relative Root Mean Squared Error 
Std Standard deviation 
t-stat t-statistic 
Symbols 
Enernst Nernst voltage, V 
Vact     Activation polarization, V 
Vcon     Concentration polarization, V 
Vest(i)     Experimental voltages, V 

Vexp(i)    Estimated voltages, V 

Vohm     Resistance polarization, V 
R² Determination coefficients 
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ABSTRACT 

Green hydrogen is emerging today as a necessary energy solution to ensure the sustainability of energy 

resources and to reduce carbon footprint. Electricity production in Algeria is mainly based on gas turbines, 

therefore the use of green hydrogen, produced from solar sources, in gas turbine is a way to support an 

efficient transformation of the Algerian energy supply, which is almost exclusively based on natural gas and 

oil. The aim of this study is to assess the influence of using hydrogen as fuel on the performance of the TG-

M5002C gas turbine operating under the specific climatic conditions of the Saharan region. To achieve this 

goal, a numerical study using THERMOPTIM software was developed to assess the influence of the monthly 

ambient temperature variations throughout the year on the performance of both natural gas and hydrogen 

gas turbines, operating at lean conditions with λ=4.5, under the climatic conditions of the Hassi R’mel gas site. 

The results have proven the capability of hydrogen as a fuel to improve thermal efficiency, reduce fuel 

consumption, and decrease pollutant emissions, regardless of the climatic conditions of operation. 

Keywords: Hydrogen fuel, Gas turbine, Excess air ratio, Performances and pollutant emissions. 

INTRODUCTION 

Energy supply and carbon footprint reduction are the major concerns of the century. Nowadays, green 

hydrogen emerges as a crucial energy solution to ensure the sustainability of energy resources and to 

reduce carbon footprint, thereby protecting the environment.  

Moreover, in the field of advanced combustion, a growing interest in improving combustion in gas turbine 

combustion chambers through the use of hydrogen pure or mixed with other fuels has been observed [1-

2]. Indeed, it is important to notice that the gas turbine performance is highly dependent on ambient air 

conditions such as temperature, pressure, humidity, and dust. Its power is directly linked to the air density, 

which decreases with rising ambient temperature, thereby reducing combustion intensity and directly 

affecting efficiency. Consequently, this machine loses a significant portion of its power during the hot 

months of the year. According to Cortès et al [3] and Yap et al [4], a high air temperature at the intake 

increases compressor work and thus produces less power (a decrease of 25 to 35% in the summer) and 

consumes more fuel. Many methods are used to improve the performance of gas turbines. Hydrogen can 

be used as a substitute fuel to enhance combustion quality and, consequently, thermal efficiency and 

reduce fuel consumption [1, 5]. In addition, hydrogen is carbon-free; therefore, burning it will result in zero 

carbon emissions. Burning hydrogen with a high excess of air will also help to reduce NOx emissions. 

Therefore, using hydrogen as a fuel can be an effective method to compensate for the effects of ambient 

conditions on the gas turbine's performance and emissions.   

Various works have been carried out on the combustion of alternative fuels containing hydrogen in gas 

turbines. Tuncer (2013) [6] has explored the effect of increasing the concentration of hydrogen in syngas 

on the performance and emissions of a gas turbine; he concluded that increasing the hydrogen 

concentration allows lean burn operation which results in reduced NOx emissions. While Cappelletti et al, 

(2014), [7] described a new dimensioning, carried out by CFD, of the combustion chamber of the Turbec 

T100 micro-turbine initially operating on natural gas to allow its operation with 100% hydrogen. However, 

none of these works did a feasibility study of using hydrogen in an existing gas turbine MS5002C 

implemented in Southern Algeria. Therefore, the aim of this research is to investigate the influence of 

ambient temperature variations throughout the months of the year on the performance and NOx emissions 
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of hydrogen gas turbines, operating under the climatic conditions of the Hassi R'mel gas site. This was 

done by taking into consideration an optimum excess air coefficient in order to meet the manufacturer's 

specified operating conditions of the MS5002C gas turbine. The data collected from the natural gas turbine 

was used as a reference. Air dilution is a simple method that requires no system modifications and allows 

for the dilution of the hydrogen flame temperature.  

 

THERMODYNAMIC ANALYSIS OF HYDROGEN GAS TURBINE  

Description of the MS5002C turbine  

The studied gas turbine is an MS5002C turbine, manufactured by the American company GENERAL 
ELECTRIC. This two-shaft drive turbine operates on a simple cycle. It is used to drive a centrifugal 
compressor. The section of a gas turbine for mechanical drive is the part in which fuel and air are used to 
generate power on the shaft. This type of turbine is widely used in the petroleum industry for, among other 
things, driving the high-powered compressors used in natural gas compression stations. Figure 1 shows 
the diagram of a two-shaft gas turbine.   

 

Fig. 1. Diagram of a two-shaft gas turbine 

 

The thermodynamic cycle in gas turbines is based on Brayton cycle. In this cycle, the air is compressed, 
heated at a constant pressure, expanded through a turbine, and then cooled back to the initial state [8]. 
Therefore, to model the hydrogen gas turbine the following equations are used:  

• Modeling of the Compressor  

The work required for a unit mass of air is generally expressed by the equation: 

𝑾𝒄 =
(𝑪𝒑𝒂,𝟐∗𝑻𝟐)−(𝑪𝒑𝒂,𝟏∗𝑻𝟏)

𝜼𝒎
                                                 (1) 

With: 𝜼
𝒎

   is the mechanical transmission efficiency; 𝑪𝑷𝒂  is the specific heat of air. 

• Modeling of the combustion chamber   

As combustion is not perfect and unburned components remain in the exhaust gases, therefore, only the 
flow rate of burned fuel provides energy to the working fluid. This is depicted by the combustion efficiency 
(ηcc). For this work, the used hydrogen is supposed pure and the typical Algerian natural gas is used. The 
combustion reaction of hydrogen, taken in consideration the excess of air is given by: 

               2𝐻2 + 𝜆(𝑂2 + 3.762𝑁2) ⟶ 2𝐻2𝑂 + (𝜆 − 1)𝑂2 + 𝜆 3.762𝑁2                                             (2) 

Where λ, Is the excess of air ratio,  

                 𝛌 =
�̇�𝒆𝒙𝒄𝒆𝒔𝒔 𝒂𝒊𝒓 

�̇�𝑺𝒕𝒐𝒊𝒄𝒉𝒊𝒐𝒎𝒆𝒕𝒓𝒊𝒄 𝒂𝒊𝒓
⁄ = �̇�𝒂𝒊𝒓 (�̇�𝒄 × �̇�𝑺𝒕𝒐𝒊𝒄𝒉𝒊𝒐𝒎𝒆𝒕𝒓𝒊𝒄 𝒂𝒊𝒓)⁄                              (3) 

�̇�𝑎𝑖𝑟  : Is the mass flow rate of air (kg/h); �̇�𝑐 ∶ is the mass flow rate of the fuel (kg/h) 

The adiabatic temperature of the hydrogen flame can be calculated as follows:  
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             𝑻𝒂𝒅= 
𝒒

𝒎𝒕×𝑪𝒑
+ 𝑻𝟎                                                  (4) 

With: q is the heat released during combustion; mt is the mass of the reactants; Cp is the specific heat 
capacity of the reactants.T0 is the initial temperature of the reactants. 

• Turbine modeling: The work of the turbine is defined by the following equation: 

                                                                          𝑾𝑻 = 𝒉𝟒 − 𝒉𝟑                  (5) 

• Specific work:  It is denoted by the contrast between the work generated by the turbine and the work 

consumed by the compressor. This is represented by the following equation: 

                                                                        𝑾𝑺 = 𝑾𝑻 −𝑾𝑪                  (6) 

• Global efficiency: The thermal efficiency can be defined as the proportion of useful power generated 

by the gas turbine compared to the heating power generated through the combustion of the fuel used. 

This relationship is expressed by the following equation:  

                                                                        𝜼
𝒈𝒍𝒐𝒃(𝑻𝑮) =

𝑾𝑺

𝑾𝑪𝑪
                 (7) 

Methodology and Calculation 

The primary objective of this research is to assess the feasibility of using hydrogen as fuel to power the 
MS5002C gas turbine. This is done to enhance efficiency while adhering to the operating conditions 
imposed by the manufacturer. To assess performance metrics and conduct thermodynamic analyses for 
the integration of hydrogen in the gas turbine, the THERMOPTIM software is employed. 

As the first step of this simulation research, the validation of the developed numerical model using 
manufacturer data is necessary. Then, calculations to investigate the influence of varying ambient 
temperatures on gas turbine performance and NOx emissions were initiated. The turbine was operated 
under optimal conditions with an excess air ratio of λ=4.5 while accounting for the climatic conditions across 
all twelve months of the year at the Hassi R’mel gas site. The optimal excess of air ratio λ was determined 
in a previous study based on the manufacturer's specified operating conditions of the MS5002C gas turbine 
based on combustion and intake temperatures at the specific climate conditions of Hassi R’mel. This was 
accomplished by using the monthly average temperature data logged over a year. The data collected from 
the natural gas turbine was used as a reference.    

Verification of the model 

The model put forward and simulated using Thermoptim Pro software is validated using the data provided 
by GE, the manufacturer of the TG-M5002C gas turbine. This validation process was carried out under 
identical operating conditions. Table 1 presents a comparison of the simulation outcomes against the 
manufacturer's data, facilitating a comprehensive assessment. 

Table 1: The Thermoptim simulation outcomes and the manufacturer's data of the TG-M5002C gas turbine. 

Parameters Manufacturer Data [8] Thermoptim Pro-software 

Ambient air temperature 15°C 

Air pressure 1.01325 bar 

Air flow rate 123.61 kg/s 

Isentropic efficiency of the compressor 휂𝑖 = 0,87 

Combustion chamber efficiency η𝑐𝑐= 0.97 

Compressor compression ratio 𝜋𝐶  = 8,8 

Thermal efficiency 28,8 % 28.9% 
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Developed power  28,377 MW 29.14 MW 

 

According to Table 1, the simulated data have shown very good agreement with those provided by GE 
manufacturer. Indeed, there is a very small overestimation of the thermal efficiency and developed power, 
approximately 0.34% and 2.61, respectively. These differences can be attributed to the assumptions made 
in the theoretical model and simulations, which did not fully account for the real-world complexities of the 
gas turbine system. Additionally, fluctuations in system behaviour across diverse conditions contribute to 
this variance. However, for this study, it is evident that there is minimal disparity among the various 
parameters, underscoring the reliability of the Thermoptim software and affirming its utility in 
thermodynamics as well as its use as an industrial tool. 

 

RESULTS AND DISCUSSION 

Thermal efficiency  

Displayed in Figure 2 below is the cycle efficiency evolution of a pure hydrogen turbine and a natural gas 

turbine over the twelve months of a year at the Hassi R'mel gas site. 

 

 
 

Fig. 2. Variation in thermal efficiency throughout the Twelve Months at Hassi R'mel Gas Site 
 

Figure 2 illustrates a clear pattern. First, it can be observed that the efficiency generated by hydrogen 

combustion is higher than that produced by natural gas. Indeed, an improvement of about 9.5% was 

observed for peak efficiency when hydrogen was used instead of natural gas. This is because the use of 

hydrogen enhances the quality of combustion. Then, for both fuels, as the temperature rises and reaches 

its peak in August, the efficiency of the system decreases to a minimum. Conversely, efficiency begins to 

rise during colder months until reaching its maximum in February. A loss in efficiency of about 0.43% was 

observed when pure hydrogen was used in the fuel mixture between summer and winter, while it is about 

1.77% for the natural gas turbine. This means that ambient temperature affected the natural gas turbine 

more than the pure hydrogen turbine. This can be explained by the fact that the increase in temperature 

leads to a reduction in the mass of air admitted into the compressor, and consequently, into the combustion 

chamber. As a result, there is a decrease in efficiency for both modes of operation (pure hydrogen and 

natural gas). However, because hydrogen improves the combustion quality by enhancing the flammability 

range, the propagation flame speed, therefore, the efficiency is less affected by air temperature compared 

to the pure natural gas turbine. 

 



 
 

376 

  
 

 

Power output  

Figure 3 shows the variation of the turbine power over the twelve months of the year at Hassi R'mel. 

 

 gas site  
Fig. 3. Variation in power output throughout the Twelve Months at Hassi R'mel Gas Site 

 

According to Figure 3, it can be observed that there is a decrease in the useful energy with the increase in 

ambient temperature for the two fuels, reaching a minimum value in the middle of August. It is also 

noteworthy that the energy produced by the combustion of hydrogen is significantly higher than that 

produced by the combustion of natural gas, exceeding it by 25% in the month of February. 

 

NOx Emissions  
Displayed in Figure 4 below is the cycle efficiency evolution of a pure hydrogen turbine and a natural gas 
turbine over the twelve months of a year at the Hassi R'mel gas site. 

 

 
 

Fig. 4. Variation in NOx Emissions throughout the Twelve Months at Hassi R'mel Gas Site 

 

As can be seen in Figure 4, the maximum NOx emissions generated by hydrogen combustion are 

approximately 6.45% higher than those produced by natural gas for the month of August. However, these 

emissions are still acceptable. 
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These results are predictable due to the higher combustion temperature of hydrogen, which favors the 

production of thermal NO. Moreover, for both fuels, as the temperature rises and reaches its peak in August, 

the NOx emissions exhausted by the turbine increase to their maximum. Conversely, NOx emissions begin 

to decrease during colder months until reaching their minimum in February. This is because, first, the 

temperature is affected by the outdoor temperature, and then, as thermal efficiency decreases, fuel 

consumption increases.  

 

CONCLUSIONS 

The primary objective of this research is to investigate the effect of using hydrogen on the performance and 
NOx emissions of the MS5002C gas turbine operating at λ=4.5 under real-world conditions on the Hassi R'mel 
gas site. This investigation encompasses the ambient conditions, which have been thoroughly incorporated 
into the system modelling for comprehensive analysis. This was accomplished by using the monthly average 
temperature data logged over a year. The data collected from the natural gas turbine was used as a reference. 
The main findings of this study are as follows: 

• The ambient conditions impact the performances of both hydrogen and natural gas turbines. 

• An increase in ambient temperature has a negative effect on turbine performance and NOx emissions. 

• The use of hydrogen as fuel effectively improves the thermal efficiency and power output of the M5002C 

natural gas turbine operating under Saharan climatic conditions. 

• The NOx emissions are higher for the hydrogen turbine compared to those of natural gas. However, the 

emissions are ultra-low and, therefore, considered negligible for both runs. 

This work could demonstrate that the use of hydrogen in the MS5002C gas turbine has effectively improved 
performance under the selected conditions. However, in order to adhere to the manufacturer's safe operating 
conditions based on combustion and emission temperatures, a very lean mixture was chosen, which reduces 
the performance compared to the optimal operating condition for natural gas. Therefore, future research 
should focus on exploring alternative cooling systems to effectively mitigate this effect and enable the use of 
a lower excess air ratio to increase power output. 
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ABSTRACT 

Solid-state storage is a feasible solution to store hydrogen than commercially available techniques. Porous 

materials like carbon nanostructures, MOFs, zeolites, and porous polymers possess high surface energy and 

hydrogen affinity. However, cryogenic temperature operation and low storage at ambient conditions are major 

demerits for practical storage applications. This study focuses on nanostructuring Si, evaluating its structural 

characteristics, and investigating its ability to store hydrogen at up to 80 bar. Nanostructuring the hand-grinded 

porous Si (HGPS) reduces crystallite size, boosts surface energy and enhances thermodynamics. At 80 bar 

and 120 °C, the ball-milled porous Si (BMPS) exhibits a hydrogen storage capacity of 10.7 wt.%, meeting the 

hydrogen storage target set by US DOE. Reduced crystallite size, as determined through XRD and Raman 

spectroscopy, reveals nano-scale pores accessible to hydrogen. This exposure boosts storage capacity, 

making BMPS an attractive choice for reversible storage applications.   

Keywords: Adsorption thermodynamics, Solid-state storage, Isosteric heat, nano-crystallite size, 

decomposition energy 

 

INTRODUCTION 

Hydrogen is often hailed as a promising energy medium with a significant capacity to supplant fossil fuel 

utilization and aid the transition to net-zero emissions [1]. Hydrogen energy utilization encompasses various 

stages, including production, storage, and transportation. However, the primary hurdle in hydrogen energy 

lies in developing effective hydrogen storage methods [2]. Typically, hydrogen can be stored as pressurized 

gas, cryogenic liquid, and surface bonding [3]. Among the various hydrogen storage systems, solid-state 

storage systems exhibit significant potential for achieving significant storage capacity in a safe, efficient, 

compact, and reversible manner [4]. Light metal hydrides demonstrate desirable traits like high storage 

capacities (above 7 wt.%), recyclability, and reversibility [2,5]. However, the suitability and efficiency of 

hydrogen storage are hindered by sluggish kinetics, the requirement of elevated temperatures, and higher 

activation energy for hydrogen uptake and release. Hydrogen storage in several low-temperature hydrides 

(below 200 °C), like LaNi5, Ti-Zr alloys, Sb2Ti, Sn2Co, and Ti-Fe alloys, is limited to less than 2% by their 

unit cell volume [6].  

 

Enhancing surface roughness raises surface energy levels, enhancing the capacity for absorbing hydrogen. 

Typically used large surface area materials adsorb (physisorption) hydrogen on the surface by van der 

Waals interaction [2,3]. However, the practical application is hindered by the low hydrogen storage capacity 

under ambient conditions and the need for cryogenic storage temperatures, which are significant 

constraints [7]. Nanostructured materials significantly impact the thermodynamics and hydrogen adsorption 

kinetics by increasing the diffusion rate and reducing the diffusion length [8]. Based on prior research, high-

energy ball milling is the primary technique for enhancing hydrogen storage by nanostructuring [3,9].  

 

Silicon exhibits a pronounced affinity for hydrogen [4]. However, the low surface area and limited availability 

of dangling sites in bulk Si restrain its ability to reach the theoretical hydrogen storage capacity (~12.5 

wt.%). Nanostructuring Si provides maximum unsaturated dangling sites, enabling higher gravimetric 

hydrogen storage densities [2,4]. In addition to storage, silicon nanostructures (SiNSs) function as catalysts 
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to enhance the energy required for formation and decomposition processes [10]. According to Muduli and 

Kale [4], porous Silicon (PS) is considered the optimal choice for hydrogen storage among different SiNSs. 

Previous studies on PS for hydrogen storage achieved storage capacities below 2.5 wt.% [11,12]; however, 

none of the previous works meet the US DOE target of ~5.5 wt.% [13]. 

 

The mesoporous sorbents stay below saturation levels when exposed to 20 bar, and their storage capacity 

continues to increase with charging pressures (exceeding 20 bar) [14]. As the pressure rises, the surface 

coverage expands, requiring an elevated pressure to completely saturate the surfaces with the target 

molecule. This study has two main objectives: first, to use ball-milling to transform hand-grounded PS 

(HGPS) into nanostructured ball-milled PS (BMPS) and study its morphology; and second, to investigate 

the hydrogen storage capacity of BMPS compared to HGPS at pressures up to 80 bar. The reduction in 

hydrogen desorption temperature and energy within BMPS is analysed, suggesting its suitability for a wide 

range of applications in reversible energy storage. 

 
METHODOLOGY AND EXPERIMENTATION 

The PS films were synthesized using the electrochemical anodization technique, where boron-doped, single-

side polished p-type Si wafers were used as the underlying substrate [4]. The PS films were crushed into 

powder using mortar and pestle for ten minutes of grinding, called HGPS. HGPS was milled using a high-

energy planetary ball mill (Scinomat Solutions India, 2Sx-V04) in an Argon atmosphere for 12 cycles. Each 

cycle included 45 minutes of milling followed by a 15-minute pause. The sample was mixed with Zirconia 

milling balls, with diameters of one and two millimeters, at a ratio of 1:40 by weight. The ball-milling jars were 

set to rotate at 1100 rpm, and the sun speed, where the jars are connected and balanced, was fine-tuned to 

220 rpm. 

 

The hydrogen storage properties were analyzed using Sievert's type apparatus using a Pressure Composition 

Isotherm (PCI) instrument. The measurement process included injecting 99.99% pure hydrogen gas from a 

reservoir with a predetermined volume into the sample chamber. For both HGPS and BMPS, after performing 

pre-hydrogenation steps like volume calibration and leak testing, the sample activation procedure involved 

heat treatment at 300 ℃ for six hours under vacuum conditions. The previous work by Muduli and Kale [15] 

discusses the experimental setup of the PCI instrument employed for hydrogen storage. The topology of the 

material was examined by Field emission scanning electron microscopy (FESEM, make: NOVA NANOSEM 

450, FEI). A multifunctional X-ray diffraction system (XRD) measurement was conducted using an Empyrean 

XRD instrument with a Cu-Kα (λ = 1.54 Å) X-ray source and a step size of 0.02°. The aim was to observe the 

structural changes and the crystalline/amorphous nature of the sample. The decomposition of hydrogen was 

analyzed by performing differential scanning calorimetry (DSC, make: NETZSCH-STA409C) at a heating rate 

of 10 °C/min. 

 
RESULTS AND DISCUSSION 

FESEM images display the distinctions in particle dimensions and surface properties that emerge from the 

techniques of hand-grinding and ball milling (refer to Fig 1). Following manual grinding, particle sizes span 

from 10 μm to 30 μm (Fig 1 (a)), whereas ball milling leads to a predominant reduction in particle size to 

the range of 500 nm to 1 μm (Fig 1 (b)). The BMPS particles agglomerate due to the rough surface and 

elevated surface energy. A rougher surface traps more hydrogen at exposed sites, boosting storage 

capacity [2]. 

 

The PCI measurement characterizes the thermodynamic aspects of hydrogen adsorption and desorption 

for HGPS (Fig 2 (a)) and BMPS (Fig 2 (b)) across a range of temperatures and pressures, extending up to 

80 bar. Due to the non-uniform particle sizes and comparatively larger particle dimensions in HGPS, 

hydrogen growth within the material occurs irregularly and uncontrolled, reaching a maximum of 0.42 wt.% 

at 120 ℃. As a result of the nanostructuring achieved through ball milling, BMPS enables a maximum 
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hydrogen storage capacity of approximately 10.7 wt.% at 80 bar and 120 ℃. The reduced particle size and 

exposure of nanopores to the hydrogen facilitates a periodic and smooth uptake behavior. 

 

 
Fig. 1. FESEM images of (a) HGPS particles, (b) BMPS particles 

 

Fig. 2. PCI characterization of (a) HGPS; (b) BMPS at different temperatures and up to 80 bar pressure 

Fig. 3 presents a comparative analysis of the crystallite planes and dimensions for HGPS, BMPS, and 

BMPS subjected to H2 treatment. Grinding PS led to multiple planes and an augmentation of grain boundary 

atoms. The broad full width at half maximum (FWHM) in BMPS indicates (refer to Table 1) several changes 

in its structure, such as elongated grains, altered microstructure, smaller crystallites, and deformation due 

to ball-milling. The Scherrer equation [16] estimates the nanocrystal size (Dc) by analyzing the broadening 

of the diffraction line. The average Dc value signifies a 63.2% reduction in crystallite size from 55.1 nm 

following the ball-milling of HGPS. After undergoing several adsorption and desorption cycles at elevated 

pressure, the crystallite size of BMPS decreases to 17.7 nm. Crystallinity is quantified by assessing the 

proportion of the total area beneath crystalline peaks to the total integrated area under the XRD peaks [17].   

 

The thermal decomposition curves provide insights into the stability of the material as the temperature 

gradually rises from room temperature. Fig. 4 depicts the DSC measurements for HGPS and BMPS 

conducted in an Argon atmosphere, with the temperature reaching a maximum of 500 °C. The endothermic 
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peak signifies the complete hydride decomposition, shifting downwards from ~300 °C of HGPS to ~283 °C 

in BMPS. The lower temperature for hydride decomposition in BMPS reflects the thermodynamic impact of 

reduced crystallite size. Integrating the endothermic peaks over time determines the enthalpy change (ΔHd) 

linked to the decomposition reaction. The ΔHd value for BMPS drops from 2.30 kJ g-1 in HGPS to 1.56 kJ 

g-1 following the nanostructuring process through high-energy ball milling. 

 

 
Fig. 3. XRD spectra of HGPS, BMPS, and hydrogen-treated BMPS 

 

Table 1. XRD profile parameters of HGPS, BMPS, and BMPS after H2-treated 

Parameters HGPS BMPS BMPS H2 treated 

Average Dc considering all planes (nm) 55.11 20.25 17.69 

ρc (%) 84.46 72.03 71.52 

Average FWHM (degree) 0.190 0.574 0.589 

 

 
Fig. 4. Thermal decomposition of HGPS and BMPS powders indicating the hydride decomposition endothermic peaks 
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CONCLUSIONS 

The research highlights the structural and functional aspects of BMPS influencing its hydrogen storage 

properties at high pressures. In BMPS, the smaller crystallite size of ~20 nm maximizes dangling sites, shorter 

diffusion paths, and increased grain boundary atoms, improving hydrogen adsorption and desorption. At 80 

bar pressure and 120 ℃ temperature, BMPS stores up to 10.7 wt.% of hydrogen, satisfying the US DOE 

target. The nanocrystalline PS accelerates the rate of hydrogen adsorption and improves the storage capacity 

by providing multiple activated sites. With increasing pressure, surface and pore volume coverage expands 

proportionally, requiring higher pressure levels to saturate with the target molecule. The minimal alterations 

in the BMPS structure following hydrogenation cycles indicate the possibility of enhanced cyclic durability. 

The hydride decomposition temperature of BMPS drops to ~283 ℃, which is lower than the typical 

temperatures required for commonly used metal and complex hydrides (~400 ℃). Therefore, nanostructuring 

provides feasible conditions to meet the solid-state hydrogen storage objectives and potentially enable 

applications in reversible storage. 
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ABSTRACT 

Solid-state hydrogen storage by metal hydrides is a potential way to achieve high storage capacities; yet, 

high-temperature operations (>400 ℃), heat exchange issues, and exothermic formation process are 

significant drawbacks. Under this perspective, adsorption on porous materials emerges as a viable solution 

to address these challenges. Carbon nanostructures (such as graphene and graphene oxide (GO) based 

derivatives) are adequate for hydrogen storage due to their lightweight, low density, and large surface area. 

However, the poor storage capacity of carbon nanostructures under ambient conditions is the major bottleneck 

for practical applications. Using a cost-effective transition element like Ni as a catalyst holds significant 

potential for storing hydrogen in atomic and molecular forms, invoking the spillover mechanism. The porous 

silicon (PS) stabilizes when decorated on thermally reduced GO (TrGO). PS modifies the surface properties 

of the graphene sheets and attracts hydrogen toward the surface. The current work evaluates a composition 

of TrGO, PS, and Ni, synthesized to take advantage of individual properties for hydrogen storage. Field-

emission scanning electron microscopy investigates the sheet structure of TrGO and the incorporation of PS 

and Ni onto its surface. The presence of various phases in the composition is identified using X-ray diffraction. 

Raman spectroscopy quantifies the degree of disorder in the composition. The pressure-composition 

isotherms indicate hydrogen storage capacities of 2.43 wt.% for TrGO-PS-Ni composition. 

Keywords: Pressure composition isotherm, Isosteric heat energy, Catalytic effect, Thermodynamic 

stability, adsorption rate 

 

INTRODUCTION 

Hydrogen attracts significant research interest due to its potential as a promising energy carrier. It boasts 

an impressive energy density of 142 MJ kg-1 and serves as a viable and eco-friendly alternative energy 

source [1]. Solid-state hydrogen storage is preferred over conventional methods due to cost and safety 

considerations, addressing a major obstacle in advancing hydrogen-based applications [2]. Materials such 

as metal hydrides and complex metal hydrides offer the potential for hydrogen storage at room temperature 

and high pressures. Still, their major drawbacks include limited reversibility and slow reaction rates due to 

strong chemical bonds [3,4]. Porous adsorption materials such as metal-organic frameworks, zeolites, and 

carbon nanostructures can effectively store hydrogen at extremely low temperatures [5]. However, the 

common porous materials used for hydrogen storage have limitations under normal conditions, including 

low storage capacity, cycling issues, and weak binding. Carbon-based nanostructures doped with light 

heteroatoms and decorated with transition elements are examined to improve storage under ambient 

conditions [5,6]. 

The theoretical capacity of hydrogen adsorption as a monolayer on a single side of a graphene sheet is ~3 

wt.%. Nevertheless, hydrogen molecules cannot penetrate between the layers of graphite due to their 

significant thermodynamic stability [7]. Srinivas et al. [8] reported hydrogen adsorption capacities of ~1.2 

wt.% and 0.1 wt.% at -196 ℃ and 25 ℃, respectively. Due to the dense layer of oxygen functionalized 

groups in graphene oxide (GO), the hydrogen storage capacity is poor (i.e., 1.4 wt.% at 50 bar and 25 ℃) 

[9,10]. Thermal reduction of GO (TrGO) efficiently improves the surface area and porous surface, achieving 
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4.8 wt.% at -196 ℃ and 90 bar [11]. However, based on recent studies concerning TrGO, it allows poor 

storage capacities of ~0.35 wt.% (at zero ℃) and no storage (at 25 ℃) up to 20 bar [5]. Transition materials 

like Pd decorated activated carbon showed 2.5 wt.% hydrogen uptake at 25 ℃ and 20 bar [12]. With the 

addition of Ni and boron to TrGO, the storage capacity is around 0.41 wt.% at 0 ℃ and 0.16 wt.% at 25 ℃ 

[5]. 

The theoretical hydrogen storage capacity of the Si-decorated graphene layer is ~15 wt.%, surpassing the 

6 wt.% target set by the US DOE [13]. Nanostructuring the bulk Si improves the surface energy, enhancing 

the adsorption capacity [14]. Porous silicon is an optimized Si nanostructure, facilitating significant surface 

potential for hydrogen storage [1,15]. Honarpazhouh et al. [16] reported the synergistic effect of PS and Pd 

on GO, resulting in an improved hydrogen storage capacity of 546.1 mAh g-1 (~2.1 wt.%) than individual 

PS or Pd/PS. The evaluation of hydrogen storage in the Pd-Carbon nanotube/PS/Si structure shows a 

storage capacity of 537 mAh g-1 (~2.05 wt.%) [17]. The Si and carbon nanotube interface forms shorter C-

C bonds, reducing the Si-Si bonds and allowing hydrogen splitting and spillover [18]. 

Past research on hydrogen storage with carbon nanostructures usually involved cryogenic temperatures, 

but there is limited information on storage conditions at or above room temperature. Nickel is preferred over 

palladium and platinum as a cost-effective catalyst for promoting the dissociation of hydrogen adsorption. 

As per prior findings, in contrast to Pd, Ni retains insignificant hydrogen under ambient temperature and 

pressure below 100 bar, primarily functioning as a catalyst [5,19]. The study aims to enhance the hydrogen 

storage capabilities of TrGO by adding PS and Ni decorations. 

 
METHODOLOGY AND EXPERIMENTATION 

The graphene oxide was synthesized using the modified Hummers method [20], which entails combining 

two grams of graphite powder (with particle sizes ranging from 2 to 11 µm, purchased from Sigma Aldrich) 

with a solution of nitric acid (13.2 ml, 69%) and sulfuric acid (80 ml, 98%) in a 1000 mL volumetric flask. 

The mixture was continuously stirred for 40 minutes within an ice bath, maintaining a temperature between 

10°C and 20°C. Subsequently, 12 grams of potassium permanganate (99% purity) were introduced and 

stirred for two hours. After removing the ice bath, 100 mL of deionized (DI) water was added to the solution, 

causing the temperature to rise to 95°C and changing color to brown. Hydrogen peroxide (30% 

concentration, Merck) was slowly added to the solution to stop oxidation, transforming the color of the 

solution to greenish-yellow. This mixture was allowed to settle for 16 hours. The remaining graphene oxide 

(GO) was acquired by washing with hydrochloric acid (36% concentration, Fisher Scientific) and DI water, 

then exfoliated through 24 hours of sonication. Thermal reduction of the GO was carried out at 180°C for 

40 minutes, resulting in the synthesis of TrGO with increased volume and a significant reduction in mass. 

 

PS was synthesized by electrochemical anodization on a silicon wafer, followed by electropolishing to 

remove the PS film [15,21]. The storage material was crafted by manually grinding together TrGO (237 g), 

PS (63.2 g), and commercially acquired Ni powder (94.8 g, Thermo Fisher, with particle sizes ranging from 

3 μm to 7 μm) in a proportion of 60% TrGO, 16% PS, and 24% Ni. This combination is referred to as the 

TrGO+Ni+PS composite. During the investigation, structural and elemental analysis was performed using 

FESEM (FEI Nova Nano SEM 450) equipped with energy-dispersive X-ray Spectroscopy (EDX). A Raman 

spectroscope (WITec Alpha300) employing a laser power of less than 3 mW, a wavelength of 532 nm, and 

a diffraction grating setting of 600 groves/mm was utilized to assess structural and vibrational properties. 

Hydrogen storage was quantified using a Pressure Composition Isotherm instrument (PCI, by Setaram 

Instrumentation in France). Applying a pressure of 10 bar at 200°C for six hours triggers the activation of 

adsorption sites by degassing the material. 
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RESULTS AND DISCUSSION 

The morphology of TrGO, as shown in Fig 1 (a), is characterized by stacked sheets with pores and a 
crumpled appearance. The surface area of the porous surface improves by partially removing oxygen 
functional groups (primarily CO and CO2), introducing defects in the structure. The hand grinding of TrGO, 
PS, and Ni, as depicted in Fig 1 (b), results in the partial restoration of stacked graphite layers, giving rise 
to a wavy morphology. The grinding leads to a morphology characterized by loosely stacked and increased 
crumpling, thereby introducing structural defects. The EDX mapping inset manifests the decoration of both 
Si and Ni on the TrGO+PS+Ni composite.   

 

Fig. 1. FESEM images of (a) TrGO with a highly porous surface and EDX mapping inset, (b) TrGO+PS+Ni and its 

EDX mapping indicating the presence of Si and Ni 

Fig. 2 (a) illustrates the PCI evaluation of hydrogen storage capacity within the TrGO+PS+Ni composite, 

considering different conditions, including pressures up to 50 bar and three different temperatures (40°C, 

60°C, and 80°C). The highest storage capacity is observed at 40°C, reaching 2.43 wt% under a pressure 

of 50 bar. With a consistent charging pressure, the storage capacity diminishes as the temperature 

increases, suggesting that the bonding stability between carbon and hydrogen weakens as the temperature 

rises. Since Ni is unable to store hydrogen under standard atmospheric conditions and primarily acts as a 

catalyst to facilitate hydrogen dissociation [5,19], the storage capacity, excluding the weight of Ni, reaches 

~3.1 wt.% at 40°C. The observed capacity is significantly higher than the reported hydrogen storage 

capacity in the rGO-Ni-B composite (i.e., 0.41 wt.% and 0.16 wt.% at ~ 0 ℃ and 25 ℃ at up to 20 bar, 

respectively) [5]. 

The gradually sloping plateau indicates the hydride formation involving a combination of physisorption and 

pore diffusion. The van't Hoff equation [19] provides that the thermodynamic aspects are graphically 

represented using adsorption temperatures of 40°C, 60°C, and 80°C. The equilibrium pressure (Peq) is 

characterized by both changes in hydrogenation enthalpy (∆H) and entropy (∆S). The slope on the graph 

indicates a change in enthalpy (∆H) of ~2.89 kJ mol-1 of H2, while the intercept represents a change in 

entropy (∆S) of ~21.50 J mol-1 of H2. Lower enthalpy points to physisorption on the surface and suggests a 

low-temperature necessity for hydride decomposition, signifying low hydride stability [19]. 

The Raman spectra of carbon composites (refer to Fig. 3) display two noticeable carbon peaks at 

approximately 1350 cm-1 (D-band) and 1580 cm-1 (G-band) [22]. The G-band is associated with the 

vibrations of carbon atoms arranged in a hexagonal lattice with sp2 hybridization, while the D-band 

originates from the oscillations of carbon atoms with sp3 hybridization and defects present within the carbon 

structure. The ID/IG intensity ratio (the defect ratio) indicates the level of disorder within the structure, as 

indicated in Table 1. The introduction of PS and Ni to TrGO leads to an increase in defects, with the ID/IG 
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ratio rising to 0.98 before PCI and 0.99 after PCI, known as the Tuinstra-Koenig relationship (refer to 

equation 1 [23]), is employed to calculate the average crystallite size (La) in graphene material by utilizing 

the defect ratio, with λ (532 nm) representing the laser wavelength. Table 1 indicates that the structure with 

the most defects also have the smallest crystallite size.     

La (nm) = (2.4 × 10−10)λ4 (
ID

IG
)
−1

 
(1) 

 

 

Fig. 2. PCI isotherms of TrGO+PS+Ni composites for hydrogen storage at 50 bar and three different temperatures 

(40 ℃, 60 ℃, and 80 ℃) and (b) (b) van’t Hoff plot for TrGO+PS+Ni composites considering 40 ℃, 60 ℃, and 80 ℃ 

 

Fig. 3. Raman spectra showing ID/IG values of TrGO, TrGO+PS+Ni, and TrGO+PS+Ni composite after PCI 

characterization 
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Table 1. The parameters (ID/IG and La) obtained from Raman spectra 

Material ID/IG La (nm) 

TrGO 0.93 20.67 

TrGO+PS+Ni 0.98 19.61 

TrGO+PS+Ni after PCI 0.99 19.42 

 

A transition metal, such as Ni, serves as a solid-state modifier, facilitating the dissociation of hydrogen at 

charging pressure through the spillover phenomenon. Due to the regular arrangement of carbon atoms by 

covalent solid bonding and the availability of less active sites for foreign elements [24], individual graphene 

shows poor hydrogen storage capacity. In contrast, the thermal reduction of GO provides a higher number 

of active sites for foreign elements. Including foreign elements, such as PS and Ni, enhances storage by 

serving as stabilizers and catalysts on the surface of TrGO. 

CONCLUSIONS 

The present study investigates innovative material composition involving functionalized graphene (TrGO) 

adorned with PS and Ni nanoparticles to enhance solid-state hydrogen storage capabilities. Incorporating PS 

and Ni into TrGO creates a wavy graphene-layered structure decorated with Si and Ni. The wavy arrangement 

causes the potential fields of carbon atoms to intersect, thereby increasing the storage capacity. Under the 

hydrogen charging pressure, molecular hydrogen dissociates on the adorned surface and subsequently 

permeates into the carbon interlayers. The reduced addition of defects in the TrGO+PS+Ni composite 

structure after PCI cycles shows its effectiveness in storing hydrogen efficiently for repeated use in cyclic 

storage applications. The findings indicate that a further improvement in the ratio distribution of PS and Ni with 

TrGO is essential to boost both the gravimetric storage (hydrogen wt.%) and the rate of hydrogen adsorption 

in the composite. 
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ABSTRACT 

Among the most important challenges facing the modelers of diffusion media used in polymer electrolyte 
membrane fuel cells (PEMFCs), in addition to complexity, we can point out cheapness and fastness of 
modeling method, closeness to reality and non-simplifying assumptions for microstructures of the 
composite gas diffusion layer (CGDL). Some previous modeling methods need to graphical interface 
programs and spend more time and money. Hence, it is very useful to presenting a novel, more efficient 
and direct method as research application to easily investigating numerically the effective transfer 
properties such as: effective electrical conductivity/EEC, effective thermal conductivity/ETC and 
permeability. So, the aims of current article are: (i) to simulating realistically a comprehensive microstructure 
(GDL, micro porous layer/MPL, PolyTetraFluoroEthylene/PTFE and binder) of a paper CGDL type (SGL 
38BC), based on scanning electron microscope (SEM) images’ data, in which the essential inputs for 
geometry generator MATLAB code provided and the reconstructed microstructure in the MATLAB, using 
the live link technique for subsequent processing is transferred to the COMSOL Multiphysics software, and 
(ii) to estimating numerically the mentioned effective transfer properties. Thus, a 3D stochastic 
reconstruction of microstructure of SGL 38BC used to EEC, ETC and permeability estimating in both in-
plane (IP) and through-plane (TP) directions. As a validation, the 3D simulation result of the current method 
is compared with a 3D microstructure reconstructed from the same CGDL, using X-ray micro computed 
tomography (X-ray µCT).  

Keywords: Micro/Macro Porous Layer, Live Link Modeling Technique, Effective Electrical Conductivity, 

Effective Thermal Conductivity, Permeability. 

 

INTRODUCTION 

The complexity of simulating the porous microstructures of composite gas diffusion layers (CGDLs), is a 
well-known issue. Some modeling methods need to spend more time and money (e.g., image processing 
process and the expensive X-ray micro computed tomography / X-ray µCT) despite less accuracy and more 
interaction with the user. The studies of Refs. [1-7], simulated the CGDLs' microstructures and have focused 
on various aspects of CGDLs including improvement of: mechanical properties, thermal-electrical 
conductivity and mass transfer. Of course, only some of them considered the presence of microporous 
layer (MPL) and binding agent (polytetrafluoroethylene / PTFE /binder). Although the used methods may 
lead us to determine characteristic such as: effective electrical/ thermal conductivities (EEC/ETC) and 
permeability, a more direct and faster method for reconstructing of geometric microstructures is needed to 

carry out geometric optimization of CGDLs. 

 

METHODS  

In order to reconstructing the microstructure of a paper CGDL treated by MPL (SGL 38BC), "first" by using 
the steps fully explained in Fig. (1), the microstructure of CGDL is reconstructed, "then" each of the 
mentioned desired properties is calculated. 

mailto:ich2p@hbku.edu.qa


 
 

391 

  
 

 

 

Fig. 1 Flowchart of the summary of the main reconstruction steps of a paper or cloth CGDL. 

Numerical Simulation 

Using the SEM images of CGDL microstructure, the values of effective geometrical parameters such as: 
porosity, thicknesses of GDL/MPL layers, diameter and direction of carbon fibers along the all axes are 
measured and used as inputs to MATLAB geometry generator code. Thus, the microstructure of 
comprehensive diffusion medium (GDL+MPL) consisting of binding agent will be reconstructed as 
computational domain (CD) in 600×600×280 µm3, as shown in Fig. (2). The probability distribution values 
of direction of fibers along the X and Y axes were obtained from SEM images and the values of fibers 

orientation along the Z axis (q angle), were randomly computed based on [0 ≤ q ≤ tan-1(tGDL LGDL
-1)]. 

 

Fig. 2 Schematic of stochastic simulated CD of SGL 38BC. (a) Cross section view, (b) Isometric view and (c) A view 
of components other than carbon fibers in the reconstructed microstructure, (components include blue spheres for 
PTFE and yellow ovals for binder). 

Solving Procedure: Estimating of the Properties  

After ensuring the desired porosity% was gained, by directly linking the MATLAB and the COMSOL multi-
physics software, the geometry of the GDL/MPL microstructure along with other components such as PTFE 
and binder, during reconstruction in the MATLAB and using the live link technique for modeling and 
subsequent processing, were transferred to the COMSOL. To check the mass transfer property, despite 
estimating the EEC/ETC, which only need carbon fibers, the space among the fibers is required. Therefore, 
with the help of the method illustrated in Fig. (3a), the desired CD is obtained. Due to the complexity of the 
CGDL microstructure, the heuristic method of arbitrarily selecting four unit-cells (UCs) with one-third 
dimensions at X and Y orients to the main CD as subdomains and averaging over the results was used, as 
shown in Fig. (3b). 
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Fig. 3 (a) Production steps of the porous medium in COMSOL software, (produced CGDL with optional dimensions 
is subtracted from the solid cube with the same dimensions and the porous medium is obtained) and (b) Pickoff UCs 
from reconstructed CD by orange blocks. 

Governing Equations 

For calculating the properties of the picked off UCs from the simulated CD, the conservation equations of 
electron, heat and gas are employed as follows [7]: 

(1) 𝛻 ⋅ (−𝜎𝑒𝛻𝜑𝑒) = 0 

(2) 𝛻 ⋅ (−𝜆𝑇𝛻𝑇𝑇) = 0 

(3) 𝛻 ⋅ (−𝐷𝑔𝛻𝑐𝑔) = 0 

 

RESULTS AND DISCUSSION 

Validation of Simulated Microstructure 

Using the X-ray µCT, the simulated CD of SGL 38BC's microstructure validated, as shown in Fig. (4). 

 

Fig. 4 A visual comparison between 2D/3D images of: (a1), (a2) X-ray µCT and (b1), (b2) simulated CGDL. (2D 
images are from the perpendicular sections to the Z direction). 

Properties Estimation 

By solving the Eqs. (1) to (3) over all of four UCs and averaging on the results, all three effective transport 
properties of the CD, with the help of Eq. (4), can be calculated [7]. Only TP results of one of the UCs are 
depicted in Fig. (5). 

(4) 𝑀𝑒𝑓𝑓 = −
𝐿⋅𝐽𝑎𝑣𝑒

(𝐵𝑖𝑛−𝐵𝑜𝑢𝑡)
                 



 
 

393 

  
 

 

 

Fig. 5 Schematic of the numerical estimation of properties of reconstructed CD along the thickness /TP direction: 
(a) ETC, (b) EEC and (c1), (c2) Permeability. 

CONCLUSION 

Since the current numerical simulation approach, shows low and acceptable difference visually with the 
obtained results of X-ray µCT method, and also because of the high power of current method in the quick 
manipulation of geometric parameters, consequently, to predicting the effective transport properties of the 
CGDLs more accurately, the current numerical approach is preferred. 
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ABSTRACT  

The main provisions of the recently developed concept of the crucial role of catalysts in the process of low-
temperature decomposition of H2S to produce hydrogen and elemental sulfur are considered. The concept 
is based on the non-equilibrium thermodynamics of an irreversible process in an open system.  Within the 
framework of this concept, the prospect of using H2S to solve many scientific and practical problems in the 
field of chemistry, ecology, energy and economics is analyzed. In particular, one of the most urgent 
problems is the replacement of the long-outdated technology for the disposal of toxic H2S by the Claus 
method with an environmentally safe, highly efficient low-temperature catalytic technology for producing 
hydrogen from H2S with an H2S conversion of up to 100%. This technology will allow obtaining an additional 
more than 5% hydrogen to existing needs without involving additional H2S sources in processing. The 
developed paradigm of catalytic processing of H2S allows realizing for unexpected chemical reactions that 
cannot be carried out by traditional methods under normal conditions. First of all, we are talking about the 
atomic species of hydrogen and sulfur obtained as a result of the H2S dissociation on the surface of solid 
catalysts at room temperature. It is shown that atomic hydrogen interacts on the catalyst surface with 
chemically inert nitrogen and argon molecules to form chemical compounds stable under normal conditions. 
It is concluded that at present all the prerequisites have been created for initiating full-scale scientific, 
technological and commercial projects to implement the innovative idea of using the toxic substance H2S 
to serve Humanity. Today we have a unique opportunity to use the "gift" of Nature to solve scientific and 
technological problems that cannot be implemented within the existing paradigm of H2S processing. A 
qualitative shift to a new paradigm of the science of catalysis can be achieved if we direct our efforts to 
create "man-made" irreversible catalytic processes operating under thermodynamically non-equilibrium 
conditions characteristic of all biological processes.  

Keywords: H2S decomposition, hydrogen production, solid catalysts, non-equilibrium thermodynamics, 

alternative renewable energy source   

 

INTRODUCTION 

Hydrogen sulfide H2S, the chemical analogue of water H2O, has been known to mankind since time 

immemorial "thanks" to its unforgettable disgusting smell. Apparently, the smell is the reason that the 

chemical properties of this molecule have been studied extremely poorly compared to water, although the 

chemistry of H2S was studied already since the 17th century.  

 At the same time, H2S is one of the most toxic substances formed as a mandatory and unavoidable 

by-product in the industry in a total annual amount of tens of millions of tons. The content of H2S in the 

bowels and water reservoirs of the Earth is estimated at tens of billions of tons. Unlike water, H2S is a 

"useless" substance that has not found practical application in human life. Therefore, it must be removed 

from wastewater and exhaust gases to the level of sanitary standards.  

The processes of H2S disposal are implemented worldwide by the Claus method (more than 1000 

units in the world), developed in the 19th century; as a result, the final products of its disposal are water 

and solid sulfur. Thus, hydrogen H2, as a constituent element of H2S, is irreversibly lost in the form of water 

H2O, thereby eliminating the possibility of its use as a pure “green” energy resource. Therefore, the 

enormous efforts of many generations of researchers have been directed to the decomposition of H2S in 

order to obtain the products in demand - hydrogen and sulfur. To achieve this goal, various methods of 

initiating this reaction have been used; however, none of these technologies has yet reached the level of 

commercial application [1]. 
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 At the same time, already at the end of the 19th century, S.N. Vinogradsky discovered a unique 

chemical process of chemosynthesis of organic matter from hydrogen sulfide and carbon dioxide, which, 

unlike photosynthesis known at that time, did not require the energy of sunlight and was carried out under 

the action of specific microorganisms – bacteria [2]. According to H2S biochemistry, autotrophic bacteria 

were the first organisms to produce large amounts of organic matter, and therefore they served as the 

starting point for the evolution of higher forms of life. 

Currently, a wide range of different types of sulfur bacteria with very diverse properties and habitats 

are known. Colorless sulfur bacteria are found in marine and freshwater sediments, soils and wastewater 

treatment systems. They grow in an aqueous medium with an acidic or alkaline pH value, at temperatures 

from +4 to +95 oC, both in aerobic and fully anaerobic conditions. 

 It would seem that this scientific discovery will allow humanity to solve the problem of disposal of 

toxic H2S, using it for the synthesis of organic substances by analogy with the process of chemosynthesis, 

but when studying the mechanism of chemosynthesis, serious problems arose when cultivating sulfur 

bacteria in the laboratory.  It is quite obvious that this process must proceed under the action of biocatalysts 

- enzymes. However, the complex chemical composition and structure of bacteria did not allow to reveal 

the nature of the catalytically active centers of the enzyme and, as a consequence, the mechanism of 

chemosynthesis. Nevertheless, the chemosynthesis process created by Nature gives every reason to 

assume that there must be catalytic systems capable of efficiently decomposing H2S into constituent 

elements under normal conditions, i.e. at room temperature and atmospheric pressure. 

 

CATALYTIC H2S DECOMPOSITION INTO HYDROGEN AND SULFUR 

Really, at the beginning of the 21st century, we discovered that the H2S decomposition with the production of 

hydrogen and elemental sulfur takes place on the surface of solid catalysts already at room temperature [3]. 

As it turned out, there are two types of solid catalysts capable of carrying out the target reaction. On sulfide 

catalysts, the reaction products are hydrogen and solid sulfur 

H2S     sulfide catalysts, 25oС        H2     +    1/8 (S8)ads     (1) 

whereas on metal catalysts, along with hydrogen, diatomic gaseous sulfur is formed in the ground  triplet 

state [4] 

2 H2S      metal, 250С       2 H2    + 3S2
(gas)                           (2) 

In both cases, the H2S conversion reaches 100% both in the gas-phase mode and when the catalyst  is placed 

in a liquid layer capable of dissolving H2S and reaction products well. Omitting scientific results and their 

thermodynamic justification, which are discussed in detail on our website [5] and published in the scientific 

literature [6], we will highlight here only the nodal points that will help us understand the essence of this 

scientific problem. 

 Since both reactions (1) and (2) are carried out at low temperature without the supply of thermal energy 

from the outside, a reasonable question arises: where does the energy for these reactions come from? 

By special experiments, we proved that the reactions proceed with the same efficiency in the "dark" mode, 

which excluded the possibility of photo-catalysis. 

 To solve this very considerate task, we assumed that the energy needed to carry out reactions (1) and (2) 

is concentrated in the chemical bonds of the H2S molecule [7]. Indeed, the energy of chemical bonds is an 

important molecular constant, one of the main characteristics of a molecule that determines the structural 

features and various properties of chemical compounds. The values of the energies of chemical bonds or, 

what is the same thing, the energies of dissociation (rupture) of chemical bonds are given in numerous 

reference tables. 

 The thermodynamics of H2S decomposition on sulfide catalysts is considered in detail in [5,6]. The energy 

profile of the H2S decomposition reaction on sulfide catalysts at room temperature is as follows (Fig. ). The 

energy reference point is the kinetic energy of H2S in the gas phase and its potential energy stored in the 

chemical bonds of the molecule. We see that the first three stages of H2S decomposition do not require 

external energy supply and proceed spontaneously with a decrease in the Gibbs free energy. The only 



 
 

396 

  
 

 

energy–consuming stage is the decomposition of the key surface intermediate, adsorbed disulfane, which 

occurs through a small energy barrier thanks to the expenditure of free energy accumulated in the previous 

exothermic stages of H2S dissociation. 

 Thus, the catalyst surface acts as a trap and accumulator of the internal (i.e. kinetic and potential) energy 

of the gas phase molecules, initiating a catalytic process prohibited in the gas phase by "classical" equilibrium 

thermodynamics. The driving force of this process is the formation of reaction products in the most stable 

ground electronic state compared to the starting substances (in our case,  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.  The energetic profile of H2S decomposition on sulfide catalysts at room temperature [6,7]. 

hydrogen and solid sulfur). In general, the catalytic reaction (1) is an exothermic process that occurs 

spontaneously at room temperature. 

 A remarkable experimental work on the interaction of H2S with platinum was published in 1986 [8]. It was 

found that the adsorption of H2S on the surface of Pt(111) already at 110 K leads to complete dissociation of 

the molecule with the formation of surface atomic species Hads and Sads. When the sample is heated, molecular 

hydrogen appears in the gas phase already at a temperature of 185 – 230 K, while sulfur remains on the 

surface, detected in the form of vibrations of Pt – S bonds.  

 The chemical state of sulfur is not discussed in this article, so we will try to understand its nature based on 

the well-known chemical properties of H2S. The fact is that the appearance of molecular hydrogen in the gas 

phase can be caused by the decomposition of H2S to form monatomic sulfur 

H2S     Pt, 185 K         H2     +   [So]ads         (3) 

which would lead to the formation of surface platinum sulfide {PtS}, as required by the stoichiometric chemical 

reaction of platinum oxidation with H2S. However, it is well known that H2S exhibits only reducing properties, 

since sulfur is in the lowest oxidation state, therefore, the reaction described above must be catalytic with the 

formation of zero-valence atomic sulfur as a decomposition product of H2S. 

 This conclusion is valid for all transition metals. 

 The energy of H2S decomposition on metal catalysts is analyzed in detail in [6,7]. Recently, there have 

been numerous studies of the behaviour of the H2S molecule on the surface of single crystals, which are 

based mainly on theoretical calculations by the DFT method. In all cases, it is shown that the interaction of 

the H2S molecule with the metal surface begins with a spontaneous exothermic chemisorption process, which 

proceeds without an activation barrier and, depending on the nature of the metal, varies within − (10  21) 

kcal/mol.  

 However, the chemisorption of H2S is accompanied by a further spontaneous process of its dissociation 

to the surface atomic species of hydrogen and sulfur. Dissociation proceeds through two exothermic stages, 

each of which has a low energy barrier + (0.2  10.0 kcal/mol) [7]:  

H2S(ads) → SH(ads) + H(ads) −  (20  30) kcal/mol             (4) 
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SH(ads) → S(ads) + H(ads)   −  (18  30) kcal/mol               (5) 
As a result, potential energy accumulates on the metal surface, which, depending on the nature of the metal, 

reaches (− 70 kcal/mol) or higher. It is important that H2S dissociation proceeds easily on transition metals 

and has neither thermodynamic nor kinetic limitations. At the same time, on noble metals, oxides or sulfides, 

this process may be difficult at any stage. Fundamentally important: water does not dissociate into atoms on 

the surface of transition metals [8]. 

 Thus, the energy "stored" as a result of H2S dissociation can be spent to carry out the target chemical 

reaction and desorption of reaction products into the gas phase, which will mean the catalytic nature of the 

process as a whole. To realize this, it would be necessary to know the desorption energy of the reaction 

products and the entropy of each of the successive stages for a specific system. Since there are no such 

calculations in this situation, we will try to substantiate this thesis from the standpoint of thermo-chemistry. 

 Such an analysis was performed by us for platinum, since, on the one hand, it was on Pt that we discovered 

the process of low-temperature decomposition of H2S, and, on the other hand, there is information in the 

literature about the interaction energy of reaction products (2) with the Pt(111) surface.  It turned out [6,7] that 

the reaction (2) is exothermic H = − (20.8  25.8) kcal/mol. Moreover, if we take into account that the entropy 

of reaction (2) increases S  0  (the number of molecules in the gas phase increases), when the exothermic 

nature of this reaction H  0, the change in the Gibbs potential is always negative G  0, which means the 

spontaneous character of the catalytic process.   

 In other words, in this case, the First principle of thermodynamics is fully realized – the Law of conservation 

of energy for open systems: energy does not disappear and does not appear from nothing, i.e., energy 

conversion from exothermic processes of adsorption and dissociation of the initial H2S molecules to the 

chemical transformation into the final products of the reaction – hydrogen and diatomic sulfur, and their 

desorption into the gas phase. This process is impossible in the gas phase. 

 

THE CONCEPT OF THE DECISIVE ROLE OF CATALYSTS IN THE REACTION OF LOW-

TEMPERATURE DECOMPOSITION OF HYDROGEN SULFIDE [8] 

 

 So, since the processes (1) and (2) are impossible in the gas phase without the participation of solid catalysts, 

therefore, they cannot be justified by equilibrium thermodynamics.  Classical equilibrium thermodynamics 

considers only isolated systems that exchange neither matter nor energy with the environment. In these 

systems, chemical processes are carried out by supplying energy from the outside, so the rate and direction 

of the process depend only on external conditions, and the catalyst does not change the thermodynamics of 

the process. 

 At the same time, most of the processes occurring in nature are carried out at ambient temperature and 

pressure without the supply of thermal energy from the outside. All biological processes are far from 

equilibrium and are irreversible, therefore, non-equilibrium thermodynamics, or thermodynamics of 

irreversible processes, was created in the middle of the last century and one of its creators is I.R. Prigozhin 

[9].  

 The distinctive features of non-equilibrium thermodynamics are that the systems considered by it are open 

to flows of matter and energy, and the processes are irreversible and far from equilibrium. The inevitability of 

the emergence of this science was due to the understanding that the vast majority of processes occurring in 

Nature and with human participation are irreversible and cannot be described within the existing "classical" 

equilibrium thermodynamics, which does not take into account the time factor. 

 Within the framework of non-equilibrium thermodynamics for open systems, we have developed the 

concept of the decisive role of catalysts in the process of low-temperature H2S decomposition [7]. Thus, in 

contrast to the "passive" role of catalysts in equilibrium thermodynamics, a solid catalyst plays a key "active" 

role in the non-equilibrium irreversible process of low-temperature decomposition of H2S. In fact, the surface 

of the solid catalyst captures H2S molecules from the gas phase, while ensuring their dissociation into 

atomically adsorbed species of hydrogen and sulfur. Further, these surface atomic species recombine to form 

reaction products - molecular hydrogen, diatomic gaseous sulfur and solid sulfur. These exothermic processes 

inevitably caused to an increase in the entropy of the system, which is dissipated into the environment in the 
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form of bound (waste) energy. It is this circumstance that makes the decomposition of H2S irreversible. After 

the bound energy is dissipated, the remaining Gibbs free energy accumulates on the surface of the catalyst 

and is used to desorbing reaction products into the gas phase. 

 Very important conclusions follow from this concept. First, it was possible to understand the unusual 

temperature dependence of the reaction under consideration [3,6,7]. Since the key stage of the process is a 

bimolecular surface reaction between two adsorbed sulfur species, this process is determined by the degree 

of surface coverage with adsorbed molecules, which, in turn, is a temperature dependent: the lower the 

temperature, the higher the efficiency of the process. 

 Second, in an irreversible non-equilibrium process, the efficiency of the catalyst is determined by the 

number of active centers capable of carrying out the reaction. Therefore, in order to achieve 100% H2S 

conversion, it is simply necessary to load the required amount of catalyst. 

 So, the driving force of the process is the formation of reaction products in the ground electronic state, i.e. 

having minimal energy - singlet hydrogen, solid sulfur and diatomic gaseous sulfur in the ground triplet state. 

No less important, a necessary condition of the process is the concentration gradient of the initial substances 

and reaction products at the inlet and outlet of the reactor. If there is no supply of free energy entering the 

catalytic cycle, the process stops. 

 The logical result of our scientific research is a patent [10] describing examples of catalytic systems 

capable of H2S decomposing at low temperatures to produce hydrogen and elemental sulfur. This patent 

contains references to our previous patents on this issue, which indicates a wide variety of catalytic systems 

that can be used to implement the process in various ways. In addition, the objects of patenting can be both 

chemical composition and technology of catalyst preparation, as well as the technologies of the process itself. 

To date, there is no foreign protection of intellectual property rights. 

 

 

Potential opportunities, challenges and prospects 

The main objective of our proposed project is to replace the long-outdated, expensive to operate, metal–and 

energy-intensive Claus process (more than 1000 units in the world) with an innovative low-temperature 

technology for processing toxic H2S to obtain the target product - hydrogen. This will make it possible to obtain 

at least 5% hydrogen in addition to existing needs without involving new sources of H2S for processing. The 

use of this method has no climatic, geographical or other natural restrictions. The technology is applicable 

anywhere in the world where industrial processing of raw materials with extraction of H2S takes place. 

 After the implementation of the proposed project, the main market for sulfur will continue to be its catalytic 

processing into sulfuric acid.  In addition, gaseous sulfur can be used for the synthesis of new chemical 

compounds of sulfur, analogues of biological objects in medicines, composite materials for various functional 

purposes, including Li – S batteries, in agriculture, in the rubber industry, for the production of dyes, in 

industrial and road construction, etc. The market opportunities for the use of gaseous sulfur are far from 

exhausted due to the lack of scientific research [4].  

 Along with the commercial attractiveness of the proposed solution for low-temperature decomposition of 

H2S, we have discovered the amazing properties of atomic hydrogen formed by H2S dissociation on the 

surface of solid catalysts, which has unique properties of interaction with very inert molecules at room 

temperature and pressure. First of all, this concerns the problem of nitrogen fixation, which leads to the 

formation of ammonia NH3 and other nitrogen-containing molecules - N2H2 and N2H4.  

 Another absolutely incredible result is the activation of argon with the formation of hydrogen argonide, 

H2Ar, a molecule stable under normal conditions, which can be used for the accumulation, storage and 

transportation of hydrogen. Moreover, when hydrogen argonide is burned in fuel cells or in the presence of 

oxygen, water and argon are released, which return to the atmosphere without harm to the environment. 

There is reason to assume that the chemical analogues of neon and helium (H2Ne and H2He) can be obtained 

in a similar way. Without a doubt, if these compounds really exist under normal conditions, then this scientific 

discovery will give a huge impetus to the development of noble gas chemistry.  

 Finally, we have obtained preliminary results on the activation of a carbon dioxide molecule with the 

formation of carbohydrates - a chemical analogue of chemosynthesis. The urgency of this task is related to 

solving the problem of global climate warming. 
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Conclusion  

 The generally accepted paradigm of H2S decomposition into constituent elements using external energy 

sources has not yet allowed to create an acceptable technology for producing hydrogen and sulfur from the 

point of view of finding the optimal combination of the four ‘E’ – ecology, economy, efficiency and energy. The 

proposed paradigm of low-temperature catalytic decomposition of H2S is, apparently, the very tool for solving 

the extremely urgent problem of not only the disposal of toxic H2S with the production of demanded products, 

but also opens up a wide prospect of using atomic hydrogen and sulfur for the implementation of unexpected 

chemical reactions and the production of new, previously unknown chemicals. The development potential of 

the paradigm is limited by the volume of processed H2S, which, in turn, is limited by the amount of sulfur 

consumed. The situation may change if new unexpected solutions are found for the use of triplet sulfur as a 

reagent for the synthesis of new substances and materials in chemistry, industry, mechanical engineering, 

medicine, pharmacology, etc.  

 Toxic and "useless" H2S, which has not found practical application in human life, turned out to be the very 

substance that underlies the process of chemosynthesis of organic matter from CO2 created by Nature, which 

laid the foundation for biological life on Earth. Unlike its chemical counterpart, water, which is the primary 

basis of the existence of all biological organisms, H2S is a supplier of hydrogen and energy for the life support 

processes of these organisms. This extremely important role of H2S is apparently due to the unique property 

of this molecule - the standard enthalpy of formation ((fHo
298= − 4.82 kcal/mol) is the smallest among all 

known potential sources of hydrogen, which means minimal energy consumption during the splitting of the 

molecule. The driving force behind the decomposition of H2S is the formation of final products in the ground 

electronic state (i.e. having minimal free energy) – singlet hydrogen, solid sulfur and a diatomic sulfur molecule 

in the ground triplet state. At the same time, the annual increase in H2S is hundreds of millions of tons due to 

the activity of anaerobic sulfate-reducing bacteria, which ensures a continuous cycle of H2S in Nature. 

 At the moment, apparently, all the prerequisites have been created for initiating full-scale scientific, 

technological and commercial projects to implement the innovative idea of using the toxic substance H2S 

created by Nature to serve Humanity. Today we have a unique opportunity to use this "gift" of Nature to solve 

scientific and technological problems that cannot be implemented within the existing paradigm of H2S 

processing. For this purpose, we have actually reproduced biological processes carried out in Nature by 

biocatalysts – enzymes, using heterogeneous catalytic systems. In turn, we have discovered a new 

phenomenon in heterogeneous catalysis – the use of the internal energy of the chemical bonds of the H2S 

molecule to carry out chemical reactions that cannot be carried out in the gas phase in the absence of solid 

catalysts, which undoubtedly models biological processes. 

 I would like to emphasize the special role of catalysis for chemistry as a science in general, and for many 

biological processes occurring under the action of biocatalysts – enzymes. Currently, the role of catalysis in 

human activity is significantly increasing due to the purposeful search and creation of highly active and 

selective catalysts capable of effectively solving economic and environmental problems of chemical 

processes. However, the possibilities of catalysis are far from being exhausted, since NATURE has created 

unique biocatalysts that, under environmental conditions, are capable of carrying out processes that cannot 

yet be implemented on an industrial scale. In my opinion, a qualitative shift to a new paradigm of the science 

of catalysis can be achieved if we direct our efforts to create "man-made" irreversible catalytic processes 

operating in thermodynamically non-equilibrium conditions characteristic of all biological processes. 

 I really hope that the relevance of the raised scientific problem, as well as the prospect of obtaining new 

knowledge in previously unknown fields of science will allow us to overcome all obstacles in our very difficult 

time to solve the problem of sustainable human development. 
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ABSTRACT 

The main subject of this work is the application of advanced Artificial intelligence (AI) techniques to predict 

with accuracy hydrogen liquefaction process parameters. This technique is carried out using a hybrid method 

based on Neuro fuzzy systems (ANFIS) and particle swarm optimization (PSO). The training and validation 

strategy has been focused on the use of a validation agreement vector, determined from linear regression 

analysis of the predicted versus experimental outputs, as an indication of the predictive ability of the ANFIS 

model. The modelling strategy is performed using the temperature (T), pressure (P), and the mass flowrate 

(m) as inputs parameters and the stream energy (E) as output parameters. 

Statistical analysis of the predictability of the optimized ANFIS model shows excellent agreement with 

referenced data [1] (coefficient of correlation equal to 0.9988). Also, the comparison between estimated and 

the referenced values is carried out using average absolute relative deviation objective function (AARD) and 

shows a high predictive ability of the conceived model with global deviation equal to 1%.   

 

Keywords: Modelling, Hydrogen liquefaction process, ANFIS, PSO, Optimization.  

INTRODUCTION 

 The energy is the driving force of development and the smooth running of the daily life of human 
beings, without which it will be difficult to imagine the way of living with the various constraints encountered 
by societies. 

The access and availability of energy represents the key to development and progress not only the 
countries but the entire world. Our suffering is mainly due to the way in which conventional sources and 
processes of energy production are used and exploited, mainly fossil fuel-based energy sources, despite 
the high price of the damage caused in particular to the environment. 

 Here appears the urgent need to search for environmentally friendly energy sources (adopt clean 
and sustainable processes). The hydrogen is known as one the most important element that can be used 
in process and ensuring the energy security in green manner [1]. 

Modelling the different production and exploitation technologies that contain hydrogen is important 
for the process design, development and sizing. The most efficient methods based on artificial intelligence 
(AI) are Artificial neural networks (ANNs), the adaptive neuro-fuzzy inference system (ANFIS). The use of 
these techniques offers many advantages: precision, modelling ability of high non linear problems, the 
possibility of interpolation and extrapolation where several works in many fields have been carried out [2-
4]. 

The main subject of this work is the application of advanced Artificial intelligence (AI) techniques to 
predict with accuracy hydrogen liquefaction process parameters. This technique is carried out using a hybrid 
method based on Neuro fuzzy systems (ANFIS) and particle swarm optimization (PSO)  

MODELING WITH ANFIS TECHNIQUES 

Jang proposed a multilayer adaptive network-based, first-order Takagi-Sugeno fuzzy inference 
system called ANFIS [5]. ANFIS structure consists of five layers: fuzzy layer, product layer, normalized layer, 
de-fuzzy layer and total output layer. The application of ANFIS model for the prediction of stream energy is 
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performed using the Gaussian function for the inputs and linear function for the output as membership 
functions (MFs) (Table 1). 

Table 1. Details of best the user-defined function for ANFIS model 

Training Algorithm Input Output 

Levenberg-Marquardt 
Back-propagation 

Number of 
input 

Activation 
function 

Number of 
output 

Activation 
function 

3 Gaussian 1 Linear 

 

The adaptive neuro-fuzzy inference system (ANFIS) proposed by Jang (1993), is a kind of artificial 
neural network that is based on the Takagi–Sugeno fuzzy inference system. This technique is a self-tuning 
and adaptive hybrid controller by the neural network learning algorithms are determined the fuzzy parameters, 
according to the input data, during accurate and fast learning the output be accurately determined [6] 

 
Fig. 1. Architecture of ANFIS model 

 

RESULTS AND DISCUSSION 

DATA COLLECTION, PRE-TREATMENT AND ANALYSIS 

The experimental data points were collected from literature. Data set was arranged as rectangular 
matrix (4,1) containing 03 inputs parameters, the temperature (T), pressure (P), and the mass flowrate (m) as 
inputs parameters and the stream energy (E) as output parameters. 

MODEL PERFORMANCE EVALUATION 

The performance of the conceived model is evaluated using the following statistical tests [10–15, 42–
44]: correlation coefficient (R), a root mean square error for (RMSE) and an average absolute relative 
deviation of (AARD): 
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Where, i is the number of data points, (E)i
ref is the referenced stream energy and (E)i

pred
is the stream energy 

predicted by the ANFIS model. 

 
Fig. 2. Global comparison between referenced and estimated output 

 

Fig. 3. Regression coefficient obtained between the experimental and estimated output  
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 Figures 2 and 3 give a global comparison in terms of regression coefficient between referenced and the 

predicted steam energy (E), where the ANFIS model shows excellent agreement with referenced data given 

coefficient of correlation equal to 0.9988. 

 

CONCLUSIONS 

 In this work, an advanced artificial intelligence technique to predict with accuracy hydrogen liquefaction 

process parameters. This technique is carried out using a hybrid method based on Neuro fuzzy systems 

(ANFIS) and particle swarm optimization (PSO). The ANFIS model is used for modelling the process while 

the PSO algorithm is used for optimization of model parameters. The modelling strategy is performed using 

the temperature (T), pressure (P), and the mass flowrate (m) as inputs parameters and the stream energy (E) 

as output parameters. 

The results show that the optimized ANFIS model can predict the stream energy (E) of the hydrogen 

liquefaction process with high accuracy and the different forms of comparison carried out prove and confirm 

this  .  
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ABSTRACT 
 
Lignocellulosic wine grape waste (WGW) is considered a suitable medium for Escherichia coli growth and 

H2 production. The study investigated the growth, H2 production, and oxidation-reduction potential (ORP) 

kinetics of the E. coli BW25113 wild type when utilizing WGW. Bacteria were cultivated anaerobically on 4 

g/L WGW media with dilutions ranging from 0 to 4-fold, pH 7.5. Notably, a 2-fold diluted medium, with pH 

adjustment using K2HPO4, exhibited reduced acidification, prolonged H2 production, and enhanced 

biomass formation (OD600, 1.5). The addition of the redox reagent DL-dithiothreitol (DTT) was found to 

positively influence the growth and H2 production of both the E. coli BW25113 wild type and a genetically 

modified mutant strain. H2 production started at the 24th h of growth, reaching a maximum yield of 5.10 ± 

0.02 mmol/L in the wild type and 5.3 ± 0.02 mmol/L in the mutant strain, persisting until the late stationary 

growth phase. Intriguingly, the introduction of 3mM DTT induced H2 production from the early log growth 

phase, indicating a simultaneous enhancement of H2 production. These results highlight the potential of 

medium buffering capacity and ORP as a tool to control the growth and hydrogen production in WGW, 

highlighting its significance in biotechnological applications. 

 

Keywords: Wine waste pretreatment, bacterial biomass, Hydrogenase enzymes, H2 production, 

Escherichia coli. 

 
Introduction 

Molecular hydrogen (H2) is considered an environmentally clean, efficient, and renewable source of 

alternative energy for the future. Obtaining and producing H2 is of great importance, especially in the field 

of transport, because only water vapor is released as a result of hydrogen combustion. Considerable 

research is now being done to obtain bio-H2 from various industrial wastes as cheap carbon sources. 

According to scientific and public reports, the total global H2 demand will reach 614 million t/year by 2050 

[1,2]. H2 can also be easily converted into electricity using fuel cells [3]. It could be a strong contender for 

a future alternative energy resource [4]. Various biomasses are used for obtaining H2, the most common 

are lignocellulosic biomasses, the annual production of which reaches around 200 billion tons [5]. 

Approximately 80% of the waste is grape skin, 19% grape seeds, and 1% stalks. Grape stems are 

lignocellulosic and their composition includes mainly lignin (22.9% - 47.3%), cellulose (24.6% - 37.9%), and 

hemicelluloses (13.9% - 35.3%). Wine waste also contains proteins, oil, and phenolic compounds (11.6 %) 

[6]. WGW is also used as a fertilizer or animal feed, or simply dumped as natural waste in landfills. Grape 

phenolic compounds are of great interest as antioxidants, antimicrobials, and enzyme catalysts. It can be 

effectively used for the extraction of polyphenols, contributing to the development of viticulture eco-

economy [7]. H2 production or oxidation in bacteria is associated with hydrogenase (Hyd) enzymes, which 

are either cytoplasmic soluble or membrane-bound enzymes. Hyds catalyze the reversible redox reaction 

of producing H2 from 2H+ + 2e- [8].  
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Four types of membrane-bound [Ni-Fe] Hyds have been identified in Escherichia coli, which are synthesized 

under different physiological conditions [9,10]. As is known, bio-H2 is produced during dark fermentation, 

which consists of a series of redox reactions. The decrease in oxidation-reduction potential (ORP) during 

bacterial growth indicates the enhancement of redox processes, which is probably characteristic of the 

metabolic processes underlying cell growth and life activity. Facultative anaerobes, in contrast to strict 

anaerobes, grow in environments with relatively higher ORP values at the expense of the amount of oxygen 

available. It has been shown that it is possible to affect the metabolic end-product formation by controlling 

ORP [11]. To establish initial oxidative (~+200 mV) and reductive (~ −250 mV) ORP values, an impermeable 

oxidizer K3[Fe(CN)6] and a membrane-permeating reducer DL-dithiothreitol (DTT) were employed. 

Ferricyanide provides high positive ORP values in the environment, which strongly suppresses the growth 

of anaerobic bacteria [12]. Usually, the effect of 1 mM concentration of ferricyanide is observed. Meanwhile, 

DTT reduces the ORP of the medium, thereby prolonging the lag and log phases of growth. The presence 

of 3 mM of DTT in the medium lowers its ORP from -60 to -220mV. A relatively high content of DTT in the 

medium, 10 Mm, can have a dangerous effect on bacteria. The work aimed to study the pH and redox 

regulation of the growth and H2 production of E. coli BW25113 parental strain (PS) and genetically 

engineered mutant strain (hyaB hybC hycAfdoG ldhA frdC aceE) (MS) using the WGW hydrolysate. For the 

first time, the effect of redox reagents on the growth parameters in WGW was observed.  

Materials and Methods 

 

Bacterial cultivation conditions  

E. coli strains (parental strain (PS)) were provided by Prof. G. Sawers, Institute of Biology/Microbiology, 

Martin Luther University Halle-Wittenberg, Germany, while the septuple mutant strain (MS) of E. coli was 

provided by Prof. T. Wood, Department of Chemical Engineering, Penn State University, USA. The E. coli 

pre-cultures (inoculate) were grown under fermentative anaerobic conditions in a peptone medium (PM), 

pH 7.5, 37 °C [9]. Bacterial inoculum (3%) was added to the pre-prepared growth medium and subsequent 

optical density was measured at 600 nm. 

 

Waste treatment 

Pretreatment was carried out by a combination of physical and chemical methods [13]. Solutions containing 

4% wine grape waste (pomace) and 0.4% sulfuric acid were autoclaved at 121°C for 20 minutes (Daihan 

Scientific, South Korea) type autoclave and drained with a thick cotton pad [14]. To remove possible 

sediments, the solutions were centrifuged for 15 minutes at 7000 rpm in a Thermo Fisher Sorvall LYNX 

6000 (Thermo Scientific, Germany) centrifuge. The solutions were then diluted 2 fold and 4 fold. The pH 

was adjusted with potassium hydro-phosphate (K2HPO4) and potassium hydroxide (KOH) until pH 7.5. The 

pH of the medium was determined with an accuracy of 0.01 units using HJ1131B or Hi2210 pH meters 

(Hanna Instruments, Portugal) and a counter-selective electrode. To observe the effect of redox reagents, 

1 mmol ferricyanide and 3 mmol DTT solutions were added to each medium. 

 

Measurement of bacterial growth  

Bacterial growth was determined spectrophotometrically (Spectro UV-VIS Auto, LaboMed, Los Angeles, 

CA, USA) at a wavelength of 600 nm. The pH of the medium was measured using the pH electrode of an 

HJ1131B pH-meter (Hanna Instruments, Portugal) and calibrated with 0.1 M NaOH or 0.1 N HCl solutions. 

 

Determination of oxidation-reduction potential (ORP) and H2  

The ORP of the medium was monitored using redox electrodes: Pt-platinum (EPB-1, Measuring 

Instruments Enterprise, Gomel, Belarus, or PT42BNC, Hanna Instruments, Portugal) and (Ti-Si)-titanium-

silicate (EO-02, measuring instruments enterprise, Gomel, Belarus) electrodes [12]. Before measurements, 

the readings of both electrodes were tested using 0.049 M K3[Fe(CN)6] and 0.05 M K4[Fe(CN)6]*3H2O 

solutions, pH 6.86. 
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Processing of data and used reagents  

Data were obtained from 3 different experiments. Processing of the received data was done using Microsoft 

Excel 2016. Student's criteria (P) was chosen to indicate the range of error for each experiment Moreover, 

the difference was valid when P<0.05. 

 

 

RESULTS AND DISCUSSION 

 

Cultivation of E. coli BW25113 PS and mutant strain in WGW, the effect of redox reagents   

As already mentioned, wine production, waste (WGW) is rich in carbohydrates, which makes it a promising 

and valuable environment for obtaining bio-H2 through bacterial fermentation. The formation of bacterial 

biomass and the decline of ORP, followed by acidification of the environment, were observed in WGW. The 

samples were grown in 0 to 4-fold dilutions of WGW, 7.5 pH. The pH of the media was adjusted with 1 M 

K2HPO4 or KOH solutions. When the pH was adjusted with KOH a pronounced acidification occurred (pH 

dropped from 7.5 to 4.6) after 24 and 48 h of growth, (Fig. 1).  

 

 

Figure 1. Change in pH during 48 h growth of E. coli BW25113 using WGW hydrolysate. The pH of the 

medium was adjusted by 1 M KOH and K2HPO4. Bacteria were grown anaerobically, pH 7.5, 37 oC.  

Whereas in the case of adjustment of pH with K2HPO4, the maximum drop in pH from the initial value was 

observed after 24 h growth and recorded at 6.6, and after 48 hours, the medium became basic again (Fig. 

1). Maximum growth of E. coli BW25113 was observed in twice diluted WGW after 48 h growth when the 

pH of the medium adjusted with K2HPO4. ORP and H2 production of bacterial cultures were studied with the 

platinum (Pt) and titanium-silicate (Ti-Si) redox electrodes.  During bacterial growth, a decrease from 

positive values to a negative value of -400±10 mV was observed. After 24 h, both in the control and the 2- 

and 4-fold diluted WGW samples, the values of ORP were decreased from positive to negative up to -530 

mV, which proved the production of hydrogen under WGW fermentation conditions. H2 production was 

maintained in all samples even after 48 hours of growth. Hydrogen yield was determined in 2- and 4-fold 

diluted WGW media when the pH of the media was adjusted with K2HPO4 or KOH. H2 yield was shown to 

be ∼3-fold higher in 2-fold diluted WGW when the pH of the medium was adjusted with K2HPO4, compared 

to the control. Hydrogen production continued even after 48h in both (control and diluted WGW) media. 

Meanwhile, hydrogen production was observed only after 24 h in 2- and 4-fold diluted WGW with KOH, and 

no H2 production was observed either 24 or 48 h after growth in the control. The results show that the 

maximum growth and prolonged hydrogen production of E. coli BW25113 bacteria in the WGW medium 

are maintained in the medium with high buffering capacity. 
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The redox reagents an impermeable oxidizer K3[Fe(CN)6] and membrane permeating reducer DL-

dithiothreitol were used. The effect of these reagents on the growth parameters and redox kinetics of E. coli 

25113 bacteria and septuple Mutant strain (MS) was shown The production of H2 was stimulated in E. coli 

bacteria in the DTT supplemented samples (Table 1). During E. coli PS growth with DTT in WGW, the Pt-

Ti electrode reading decreased from the first hour of growth (-470 ±10mV) and H2 production was observed, 

which continued until the 72nd hour of growth. In the Mutant strain, the ORP value decrease (Pt electrode 

reading) was also observed from the 3rd h to a value of -430±10 mV (Fig. 2).  

Whereas, without DTT, H2 production was only recorded from the 24th hour of growth. During the 

24th hour of growth of PS, under the influence of DTT, the production of hydrogen with a maximum yield of 

5.1 mmol/L is observed.  

 

Figure 2. Changes ORP of E. coli BW25113 (PS) and mutant strain (MS) in the presence of redox reagents during 

growth, pH 7.5. Bacteria were grown anaerobically. Bacterial growth in ORP was measured with a platinum electrode 

(Pt) and expressed in mV (Ag/AgCl (saturated with KCl)). An average of 3 independent experiments are presented. 

DTT- DL-dithiothreitol, F- ferricyanide. 

In the MS, the maximum H2 yield was recorded at the 24th h of growth in the control and 

ferricyanide-added samples with values of 5.25 mmol/L and 5.24 mmol/L, respectively. The suppressive 

effect of ferricyanide on the PS is evident and hydrogen production is observed only at the 24th hour of 

growth, with a lower yield compared to the other samples (Fig. 2, Table 1). Meanwhile, no special effect 

due to ferricyanide is observed in the mutant compared to the control. Furthermore, hydrogen production 

continues until the final stage of growth. In the medium containing DTT ~1.5 times more biomass was 

formed at 24h and ~2 times at 48 and 72 h compared to the control. In the sample containing ferricyanide, 

bacterial growth was suppressed ~1.2-fold at 24 hours, ~1.3-fold at 48 hours and at 72 hours it was 

stimulated ~2 times (Table 1).  

Table 1. H2 yield in E. coli PS and mutant strain (MS) during growth in 2x diluted WGW 

 Medium 
 

      1h         2h 24h       48h       72h 

PS - - 5.10 mmol/L 
 

1.5 mmol/L 
 

- 

PS+DTT 1.50 mmol/L 
 

1.40 mmol/L 5.10 mmol/L 
 

1.52 mmol/L 
 

0.80 mmol/L 

PS+ F - - 1.6 mmol/L - - 

MS  - 0.80 
mmol/L 

5. 25  
mmol/L 

 

3.68 
mmol/L 

 

1.50 
 mmol/L 
 

-700

-600

-500

-400

-300

-200

-100

0

100

200

300

1 2 3 4 2 4 4 8 7 2
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MS+ F

Time, h

ORP, mV
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MS+ DTT 0.75 mmol/L 
 

 0.80 
mmol/L 

5.24  
mmol/L 

 

1.36 
mmol/L 

 

0.85  
mmol/L 
 

MS+ F - - 1.40  
mmol/L 

2.25 
 mmol/L 
 

1.40 
 mmol/L 
 

 
* H2 yield is presented with an accuracy of ± 0.02mmol/L    
PS- parental strain, MS-mutant strain, DTT- DL-dithiothreitol, F- ferricyanide 

 

It is suggested that ORP can be controlled by supplying oxidants and reductants or mediated by redox 
stress. As an example, non-penetrating oxidizers by inducing positive ORP values, suppress Escherichia 
coli growth and decrease acidification of the medium. On the other hand, reducing conditions of the 
environment adjusted with DTT, lead to increased formation of formic acid by E. coli [12]. Therefore, culture 
medium ORP may affect the yields of produced metabolites.  
 
 
Consequently, ORP could be considered as a tool to monitor growth and changes in the metabolism of 

aerobically growing bacteria to optimize yields of end metabolites. 
 

CONCLUSION  

These results highlight the potential of using lignocellulosic wine grape waste as a medium for H2 production 

by E. coli and demonstrate the significance of ORP in controlling growth and hydrogen production in this 

system.  
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ABSTRACT 

Load following by nuclear hydrogen cogeneration is seen as an effective strategy to increase the efficiency and resiliency 
of future electricity grids, which will contain higher proportions of Variable Renewable Energy Sources (VRES). The 
Canadian province of Ontario provides an ideal subject for decarbonizing a major industrialized electricity grid using a 
load following cogeneration strategy. Ontario produces carbon-free baseload power; however, natural gas plants are 
required to meet peak demand. This paper explores a case study for potentially replacing peak-demand natural gas 
plants with Small Modular Reactors (SMRs) load following by hydrogen cogeneration. Two peaking plants are compared 
using Levelized Cost of Electricity (LCOE) to the grid, the First-Of-A-Kind (FOAK) BWRX-300 SMR currently being built 
with an expected completion date of 2028, and an existing 393 MWe Natural Gas Simple Cycle (NGSC) plant. A 
subsidized LCOE for a SMR cogenerating hydrogen during “non-peak” grid hours is estimated using the Hydrogen 
Economic Evaluation Program (HEEP). The results show that a SMR cogeneration strategy produces a lower LCOE 
than a conventional natural gas plant and can also decrease the SMRs LCOE. Through preliminary economic analysis, 
research identifying potential SMR applications is expected to help accelerate the deployment of commercially viable, 
carbon-free small modular nuclear power plants while also facilitating the growth of hydrogen production. 

Keywords:  Hydrogen production, Small modular reactors, Load following, Cogeneration, HEEP.  

 

INTRODUCTION 

Nuclear and hydrogen are recognized as promising carbon-free energy sources. As first-of-a-kind SMR electricity grid 
additions, Canada’s BWRX-300 builds in Ontario provide the first opportunity for the economic evaluation of SMR assets 
in the context of a known grid application. Ontario is an ideal example for decarbonizing a large, industrialized electricity 
grid because it has already significantly lowered carbon emissions, being North America’s first jurisdiction to phase out 
coal-fired electricity generation. Baseload electricity in Ontario is produced by Canada Deuterium Uranium (CANDU) 
nuclear reactors and hydroelectric power plants, producing 51% and 25% of the electricity supply, respectively. 
Furthermore, an increasing proportion of wind and solar-powered Variable Renewable Energy Sources are being added 
to the grid, providing 9.9% and 2.5%, respectively [1].  

The issue of carbon-free load following has recently grown in importance as gas-fired generation increases to address 
the intermittency of VRES. The increasing proportion of VRES pose a challenge for grids attempting to decrease 
emissions, as gas-fired plants are often added to provide peak dispatchable electricity during times of lowered VRES 
output. Attempts to decrease carbon emissions by adding VRES alone have produced unsatisfactory economic 
outcomes with minimal emissions reductions [2]. Small Modular Reactors are uniquely suited to fill the niche for carbon-
free peak power. Providing modularity, lower upfront capital costs, faster construction times, and enhanced operability 
to enable load following operation with VRES [3].  

Load following by nuclear hydrogen cogeneration using SMRs has been looked at extensively due to the simplicity and 
efficiency of this application. With no need for modifications to the Nuclear Power Plant (NPP), modular units can achieve 
capacity factors of 95%, providing dispatchable electricity for grid output when needed and switching to hydrogen 
cogeneration during non-peak hours [4]. This capacity factor is a significant economic benefit, potentially justifying higher 
upfront capital costs, especially when compared to gas-fired peaking plants, which, on average, operate at a 20% 
capacity factor [5]. Additionally, depending on the level of carbon tax, nuclear power plants may exhibit better economic 
performance and lower LCOEs than coal and gas-fired plants [6].  

In this study, the LCOE for a conventional Natural Gas Simple Cycle (NGSC) plant is compared with a plant load following 
by nuclear hydrogen cogeneration to identify the potential for such a system as a peak electricity generator. Hydrogen 
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cogenerated during off-peak hours provides additional revenue and is incorporated into an adjusted LCOE-SMR-
Cogeneration (LCEO-SMR-CG). The analysis uses various hydrogen sales price targets, identified as crucial to successfully 

implementing hydrogen as a transportation fuel. Carbon tax projections are incorporated into the NGSC-LCOE to compare 
the long-term economics of the two generation sources within the context of their lifespans. With many SMRs coming to 
the market, assessing their economic viability and potential applications is imperative to ensure their success, enabling the 
decarbonization of industry and electricity generation.  

METHODS AND ANALYSIS 

On/Off Peak Capacity Factors 

A 393 MWe NGSC generation plant at the York Energy Centre in Newmarket, Ontario, running under a peaking 
generation contract, will be compared with a 300 MWe SMR [7]. The Ontario electricity grid follows a time-of-use (TOU) 
pricing structure, wherein electricity costs to consumers and market clearing prices paid to generators fluctuate based 
on hourly demand. Peak pricing to consumers is implemented during weekdays, based on a cool season, November to 
April, with peak hours from 7-11 am and 5-7 pm, and warm season from May to October, with peak hours from 11 am –
5 pm [1]. On-peak and off-peak TOU demand factors, 20% and 80%, respectively, are used to assume yearly capacity 
factors this analysis. The assumption near the grid's on-peak TOU average is chosen, as it allows for broader assessment 
of gas-fired peaking plants in general. 

LCOE Assumptions and Adjustments  

All monetary values from the literature have been inflation-adjusted to 2023 CAD$. Published LCOE estimates, which 
account for carbon pricing and radioactive waste management, provide preliminary LCOEs for the two sources. At  
$0/tCO2, the NGSC and SMR-LCOE are 15.7 ₵/kWh and 10 ₵/kWh, respectively [5]. LCOE projections including carbon 
costs for NGSC generation are estimated using the Government of Canada’s benchmark policy, which increases the 
cost of carbon by $15/tonne/year until 2030 [8]. The SMR and NGSC plant will be assumed to generate electricity for the 
grid during on-peak hours. During off-peak hours, the NGSC will be dormant, as is the case for a typical peaking plant, 
while the SMR will generate hydrogen. A subsidized LCOE for an SMR cogenerating hydrogen (LCOE-SMR-CG) is 
calculated by discounting the estimated revenue from hydrogen sales from the initial LCOE-SMR, Eq. (1). 

 

𝐿𝐶𝑂𝐸 𝑆𝑀𝑅 𝐶𝐺 = 𝐿𝐶𝑂𝐸 𝑆𝑀𝑅 −
𝐺𝑟𝑜𝑠𝑠 𝐻2𝑟𝑒𝑣𝑒𝑛𝑢𝑒∗𝑊ℎ𝑜𝑙𝑒𝑠𝑎𝑙𝑒 𝑀𝑎𝑟𝑔𝑖𝑛∗𝑂𝑢𝑡𝑝𝑢𝑡∗𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟

𝐵𝑊𝑅𝑋 300 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑂𝑢𝑡𝑝𝑢𝑡∗𝑇𝑂𝑈 𝑂𝑛𝑝𝑒𝑎𝑘 𝐹𝑎𝑐𝑡𝑜𝑟
                  (1)      

Hydrogen Production 

The IAEA's Hydrogen Economic Evaluation Program (HEEP) is used to estimate hydrogen production costs for the 
BWRX-300. The LCOE-SMR is used as the energy usage cost input for hydrogen plant cogeneration within HEEP, and 
the NPP cost parameters which have accounted for in the published LCOE-SMR are taken as nil. Tables 1 and 2 provide 
the assumed HEEP parameters, scaled to match the BWRX-300 from the built-in HEEP case for an Advanced 
Pressurized Water Reactor using conventional electrolysis (APWR 360 CE04). Hydrogen revenue calculations assume 
Ontario wholesale fuel margins with carbon taxes credited to the wholesale margin [9], and published 2025 dispensed 
retail (non-subsidized) hydrogen cost estimates, as seen in Table 3. Dispensed hydrogen sales prices chosen for 
analysis within the context of this study highlight published price targets that make hydrogen competitive in the North 
American fuel market [10].  

Table 1. Economic Assumptions. Table 2. Hydrogen Generation Plant HEEP Variables. 

Hydrogen Generation Plant Details   

Estimated H2 plant capital cost 4.23E+08 

H2 Generation (kg/yr) 5.10E+07 

Electricity required (MWe/unit)  719 

Overnight Capital Cost (USD/unit) 4.23E+08 

Unit cost of electricity for H2 Generation 
(USD/kWe-h) 0.0729 

Other O&M cost (% of capital) 4% 

Decommissioning cost (% of capital cost) 10% 

Finance Details   

Discount Rate 5% 

Inflation rate 1% 

Equity/Debt 70%:30% 

Borrowing interest 10% 

Tax Rate 10% 

Construction Period 5 years 

Operating life time/Return Period 60 years 
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Table 3. Target dispensed hydrogen fuel costs excluding subsidies and credits [10]. 

Cost 
($/kg H2)   

Dispensed Hydrogen Fuel Cost Target 
LCOE-SMR-CG 

(₵/KwH) 

5.49 Long-term American Department of Energy target 5.1 

6.86 Projected target for 2050 12.2 

8.23 Fuel-economy-adjusted price parity with gasoline, low end and 2025 midpoint estimate 15.0 

11.66 Fuel-economy-adjusted price parity with gasoline, high end 17.8 

 

RESULTS AND DISCUSSION  

In comparing the adjusted LCOE for two peak dispatchable electricity generation options, results indicate an SMR 
load following by hydrogen cogeneration can be economically competitive with a NGSC plant. This finding must be 
interpreted cautiously, as the LCOE results are jurisdiction dependent, and rely on assumptions regarding plant 
capacity factor, carbon costs and various other variables such as grid TOU policies. Further analysis of individual 
plants is needed, since the LCOE will vary significantly based on power plant output, grid demands and initial capital 
cost requirements. Surprisingly, the LCOE of the NGSC peaking plant is higher than that of the SMR before carbon 
pricing adjustments are applied. This finding has implications for jurisdictions in need of carbon-free peak electricity 
generation. 

It is apparent from the estimates seen in Figure 1 that the SMR load following strategy lowers the LCOE at various 
dispensed hydrogen fuel sales targets when compared to the conventional NGSC plant. The LCOE-SMR-CG shows 
the impact of hydrogen revenue adjustments to the LCOE-SMR. At the estimated upper limit of dispensed hydrogen 
fuel cost for fuel-economy-adjusted price parity with gasoline, $11.66/kgH2, the data show the LCOE-SMR-CG 
discounted by 4.9 ₵/kWh or 49%. The findings suggest SMR cogenerated hydrogen fuel costs are within a range 
that makes it potentially competitive in various transportation applications. Furthermore, the SMR load following 
strategy has the added benefit of decreasing the LCOE to the grid when dispensed hydrogen fuel costs meet a 
certain threshold, which further work is needed to identify.  

The NGSC-LCOE projection to 2030, as seen in Figure 1, shows that the current Canadian carbon pricing policy of 
$15/tonne/year can increase peak generation costs by up to 71%. The NGSC-LCOE projection, in conjunction with 
the apparent economic viability of the load following strategy, implies potential for decarbonizing peak generation 
grid assets using carbon-free SMRs. This has significant implications for jurisdictions determining the economic 
feasibility of power generation assets. With 100 of the 190 countries party to the Paris Agreement planning or 
considering carbon pricing mechanisms in their emissions reduction commitments [11], further investigation is 
essential to analyse alternative power generation strategies under new carbon cost regimes. 

 
Fig. 1. LCOE adjusted for hydrogen cogeneration revenue and carbon pricing. 

 



 
 

414 

  
 

 

CONCLUSIONS 

This study compares the LCOE for two peak electricity generation options: a SMR load following by hydrogen 
cogeneration and a Natural Gas Simple Cycle plant. The electricity grid of Ontario, Canada, provides the context of 
an industrialised grid, with a high proportion of nuclear and hydroelectric base load power and increasing utilisation 
of VRES. Various LCOE adjustments and discounts are calculated to determine the effects of carbon pricing, 
jurisdictional grid policies, and revenue from a load following by nuclear hydrogen fuel cogeneration system. A 
comparison of the adjusted LCOE estimates for an SMR load following by hydrogen cogeneration and a conventional 
Natural Gas Simple Cycle peaking plant is made.  
The results from the current study are listed as follows:    

• As carbon costs increase, an SMR load following by hydrogen cogeneration strategy has a lower adjusted 

LCOE than an NGSC plant after adjusting for hydrogen revenue. However, further analysis is needed to 

determine the lowest dispensed hydrogen fuel price that will allow the load following cogeneration system to 

provide a discount to the initial LCOE input. 

• The study has shown preliminary results that a SMR load following strategy has the potential to cogenerate 

hydrogen fuel for transportation during off-peak hours that is competitive with fuel-economy-adjusted 

gasoline price parity targets without increasing electricity costs to the grid.  

• The lack of a fully built SMRs limits this study, as all capital costs are assumed. There is a need to validate 

these preliminary findings using known capital costs in new LCOE calculations upon completion of the FOAK 

BWRX-300. 

• SMR modularity and the effectiveness of the load following cogeneration system appear to make SMRs 

potential candidates for peak dispatchable power generation. Future research should identify nuclear-friendly 

jurisdictions worldwide in which a load following by nuclear hydrogen cogeneration strategy could be feasible. 
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ABSTRACT 

Hydrogen production from conventional fossil fuel-based energy systems often results in CO2 by-products, 

and has the potential risk of contributing towards the global greenhouse gas emission (GHG) problem, 

the primary factor of climate change. Unlike conventional technologies, renewable sources for green 

hydrogen production are very attractive and environmentally friendly. Green hydrogen is produced through 

water electrolysis with the integration of renewable electricity generation systems such as wind and solar 

power. In this study, a cost comparison for green hydrogen production methods has been made by 

analyzing different types of electrolysis such as alkaline electrolysis (AEL), polymer electrolyte membrane 

(PEM) electrolysis, and solid oxide electrolysis (SOE). The overall results show that hydrogen production 

from solar-connected electrolysis technologies is the most cost-efficient when compared to wind solar-

connected electrolysis technologies. Moreover, the cost analysis has been categorized into minimum cost 

and maximum cost cases, using US pricing as a basis for all costing parameters. The hydrogen production 

cost from AEL is 6.6 $/kg-H2 and 10.03 $/kg-H2 in both minimum and maximum cost cases respectively 

which is less than the cost of hydrogen produced from PEM and SOE which in turn ranges from 12.78 

$/kg-H2 to 20.14$/kg-H2 and 8.7$/kg-H2 to 12 .26$/kg-H2. 

Keywords: Green Hydrogen, Hydrogen economy, Electrolysis. 

 

INTRODUCTION 

The growing environmental concerns related to climate change as a result of greenhouse gas emissions 

from conventional energy sources (such as coal and natural gas) has put forth renewable energy sources 

as one of the potential solutions. In 2020, the International Energy Agency (IEA) reported that 84% of the 

world's energy demand is supplied using conventional fossil fuel-based energy systems [1]. Therefore, 

the need to reduce the consumption of fossil fuel-based fuels is necessary to protect the environment. 

Currently, energy systems that are reliant on renewables like biomass, solar, and wind may possess the 

capacity to meet global energy needs while simultaneously mitigating the release of greenhouse gas 

emissions into the environment [2, 3]. 

Green hydrogen production processes have been reported as very the attractive alternative and 

sustainable energy option, for the effective transition towards renewable energy systems [4]. Green 

hydrogen is produced from water splitting powered by renewable electricity generated from wind or solar-

based grids [5]. Water covers more than 70% of the earth, and 11.2% of that water consists of hydrogen; 

thus, water can be considered a very reliable source of hydrogen [6]. Moreover, green hydrogen is 

considered environmentally friendly due to the zero carbon emissions that result as opposed to the other 

hydrogen production from the thermochemical conversion of coal and natural gas [7]. Therefore, 

throughout the past few decades, the evolution towards renewable energy options and viable methods for 

green hydrogen production has attracted the attention of many researchers and policymakers. As such, 

the use of green hydrogen energy sources are predicted to have a significant positive long-term impact 

on the environment as a result of the net-zero carbon emissions from such processes [8].  

 

Electrolysis stands out as being one of the most environmentally efficient processes that can be used for 

hydrogen production via water splitting, surpassing thermal decomposition of water and thermochemical 

conversion methods [5]. Electricity is crucial for this process due to the highly endothermic nature of water 

splitting, demanding substantial energy input to separate it into hydrogen and oxygen. Currently, three 
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primary electrolysis technologies can be utilized for green hydrogen production: Alkaline Electrolysis 

(AEL), Proton Exchange Membrane Electrolysis (PEM), and Solid Oxide Electrolysis (SOE) [9]. 

AEL technology for green hydrogen generation is an established method that has been in constant 

practice in various hydrogen production plants for more than 100 years [10]. This process is the most cost-

effective, extensive, and resilient as compared to the other types of electrolysis. The drawbacks of an AEL 

process are the hydrogen purity, high amount of electricity requirement for the process operation, lower 

hydrogen production pressure, and conceded energy efficiency. AEL unit is operated at room temperature 

to 80 OC and 30 wt% of potassium hydroxide (KOH) basic solution is used as an electrolyte to decompose 

the water molecule into hydrogen and oxygen [11]. In this technology, the cathode and anode are 

separated by an ion exchange membrane (IEM); the hydrogen and oxygen gases exit the electrolysis unit 

and are stored in separate tanks for different processes.  

The PEM electrolysis method is an evolved electrolysis technology designed to operate efficiently at 

appropriate current densities and high input voltages[12]. The purity of the hydrogen produced from PEM 

is almost 99.995%. In the PEM electrolysis process, the anode and cathode are separated by Nafion-

based polymer membranes.  This membrane has unique characteristics concerning its conductivity, 

mechanical firmness, chemical, and thermal stability for the different ranges of process parameters like 

temperature and pressure. The major disadvantages of the PEM electrolyzer in terms of overall durability 

are the cost of the electrocatalyst and the PEM conductive membrane [13]. Therefore there is a need to 

reduce the production cost of the PEM electrolyzer unit for sustainable efficiency and in comparison, the 

cost of the PEM electrolysis is higher than the cost of the Alkaline electrolysis process. 

In the last few years, SOE electrolysis has gained enormous attention due to the deliberation as a most 

efficient technology regarding the generation of active ions from the provided electrical energy that helps 

to split the water molecule into the purest hydrogen [14]. On the other hand, this process is operated at 

very high temperatures of 500 oC to 1000 oC which is the main hurdle in the commercialization of this 

technology because of the effect on the price of the hydrogen. High operational temperatures improve 

efficiency over other methods, but material degradation is an important consideration. SOE technology 

has a faster operational response time than PEM technology because it uses a solid ceramic membrane 

to separate opposite polar electrodes with high charge transfer rates [15]. Therefore, the main 

disadvantage of this technology is its energy intensity as compared to the AEL and PEM, which in turn 

directly affects the cost of green hydrogen production. Fig. 1. shows the difference between AEL, POM 

and SOE. 

Fig. 1. Illustrative comparison between AEL, PEM and SOE [16]. 

The cost of producing green hydrogen is directly related to the costs associated with the electricity 

supplied to the electrolysis units for water splitting [17]. Consequently, the varying costs of electricity from 

different types of power generation systems, such as wind and solar, also play a significant role. This 



 
 

417 

  
 

 

study focuses on estimating the cost of green hydrogen production in the United States. The analysis 

involves determining and comparing the costs of green hydrogen production through AEL, PEM, and SOE 

electrolysis technologies, utilizing integrated solar and wind electricity generation systems. The 

comparison is made using both the minimum and maximum cost components and parameters. The 

findings of this study will serve as a valuable resource for exploring diverse scenarios related to cost 

components and parameters in the future. 

 
GREEN HYDROGEN COST ESTIMATION 

The main objective of this study is to calculate the total green hydrogen production cost from renewable 

sources such as wind and solar using the three different electrolysis technologies AEL, PEM, and SOE. 

This hydrogen cost is calculated for the case study of the USA. Figure 2. shows the structure of different 

routes for green hydrogen production used in this study. 

 

The total cost of per kilogram of hydrogen is calculated as follows: 

 

𝐶𝑜𝑠𝑡𝐻2,𝑗
𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑜𝑠𝑡𝑊 + 𝐶𝑜𝑠𝑡𝐸𝑆,𝑖 + 𝐶𝑜𝑠𝑡𝐸𝑆,𝑗                                                                                                                       (1) 

 

Where 𝐶𝑜𝑠𝑡𝐻2,𝑗
𝑇𝑜𝑡𝑎𝑙 is the total hydrogen production cost in $/kg H2, 𝐶𝑜𝑠𝑡𝑊 is the cost of the water required 

to produce the green hydrogen, 𝐶𝑜𝑠𝑡𝐸,𝑖 is the cost of the electricity from renewable sources such as solar 

and wind. 

 

𝐶𝑜𝑠𝑡𝑊 = 𝐶𝑜𝑠𝑡𝑈𝑊 ∗  𝑊𝑎𝑡𝑒𝑟𝑅                                                                                                                                                (2) 

 

Where 𝐶𝑜𝑠𝑡𝑈𝑊  is the unit price of the water and 𝑊𝑎𝑡𝑒𝑟𝑅  is the required amount of water for the 

electrolysis. 

 

𝐶𝑜𝑠𝑡𝐸𝑆,𝑖 = 𝐶𝑜𝑠𝑡𝑈𝐸𝑆,𝑖 + 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦𝑅,𝑗                                                                                                                               (3) 

 

Where 𝐶𝑜𝑠𝑡𝑈𝐸𝑆,𝑖  is the unit price of the electricity for the each source and 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦
𝑅,𝑗

 ishe required 

amount of the electricity needed for the diffrenent electrolysis units. 

 

𝐶𝑜𝑠𝑡𝐸,𝑗 = (𝐶𝐴𝑃𝐸𝑋
𝑗
+ 𝑂𝑃𝐸𝑋𝑗)/t                                                                                                                                        (4) 

Where 𝐶𝐴𝑃𝐸𝑋𝑗  is the total expenditure or the capital cost of the electrolysis units,  𝑂𝑃𝐸𝑋𝑗  is the 

operational expenditures or the operating cost of the electroclysis process and 𝑡 is the time in hours for a 

year to produce the hydrogen. 

 

Fig. 2. Green hydrogen production via different electrolysis technologies and different renewable energy routes. 
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RESULTS AND DISCUSSION 

Input parameters and cost components: The input parameters and cost components such as the 

required electricity, CAPEX, and OPEX to produce the green hydrogen from each type of electrolysis 

are given in Table 1. The fixed input parameters are provided in Table 2. 
Table 1. Input parameters and cost components for US [18]. 

Minimum Cost Case 

No. Electrolysis Type Electricity 
required 
(kwh/kg H2) 

CAPEX 
($/kW) 

OPEX ($/kW) 

1 AEL 50 952 28.56 

2 PEM 56 1770 53.1 

3 SOE 36 1904 57.12 

Minimum Cost Case 

1 AEL 65 1142 34.26 

2 PEM 72 2208 66.24 

3 SOE 45 2311 69.33 

  

Table 2. Fixed input parameters to calculate the hydrogen cost for US [18, 19].  

Parameters Values 

Cost of water ($/m3) 0.95 

water required (kg H2O/kg H2) 9.1 

Wind Electricity cost ($/kwh) 0.049 

Solar Electricity cost ($/kwh) 0.02 

 

The hydrogen production from renewable power sources such as wind and solar integrated with the 

electrolysis units water is considered as the green hydrogen. This green hydrogen is one of the most 

appealing options for a sustainable environment, but it is also the most expensive when compared to 

conventional and other thermal-based power generation integrated processes. Table 3 presents the 

results for two different cases of green hydrogen production (the first case was integrated with wind 

energy while the second case was integrated with solar energy). For each of those 2 cases, the cost of 

AEL, PEM, and SOE electrolysis processes were compared using US pricing for electricity and water. 

Figure 3 shows the hydrogen production cost predicted from the AEL, PEM, and SOE electrolysis 

processes for the US. 

 
Table 3. Green Hydrogen Production Cost in the US. 

Minimum Cost Case 

No. Electrolysis 
Type 

Electricity 
Sources 

Electricity 
Cost ($/kg H2) 

Hydrogen production 
cost ($/kg H2) 

1 AEL Wind 8.04 8.05 

  Solar 6.59 6.60 

2 PEM Wind 14.39 14.4 

  Solar 12.77 12.78 

3 SOE Wind 9.82 9.83 

  Solar 8.77 8.78 

Maximum Cost Case 

1 AEL Wind 11.91 11.92 

  Solar 10.02 10.03 

2 PEM Wind 22.22 22.22 

  Solar 20.13 20.14 

3 SOE Wind 13.47 13.47 

  Solar 12.25 12.26 

 

 

• Minimum Cost Case:  

The hydrogen production from AEL powered by wind electricity is 8.05 $/kg H2 was found to be 
the most economical option, while the PEM-wind and SOE-wind were reported to be more 
costly, at 14.4 $/kg H2 and 9.83 $/kg H2 respectively. Interesting, all integrated solar electrolysis 
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processes were found to be more cost-effective than the wind-powered electrolysis 
alternatives. The hydrogen production from AEL powered by solar electricity is 6.6 $/kg H2 
which is the most economical out of the PEM-solar and SOE-solar (reported to be 12.78 $/kg 
H2 and 8.78 $/kg H2 respectively). 
 

• Maximum Cost Case:  

Hydrogen production through AEL, powered by wind electricity, was found to be the most 
economical at 11.92 $/kg H2 when compared to the costs of PEM-wind (22.22 $/kg H2) and the 
cost of SOE-wind (13.47 $/kg H2). On the other hand, the integrated solar electrolysis process 
was found to be more cost-effective than the wind powered electrolysis process alternatives. 
AEL, powered by solar electricity, leads with a production cost of 10.03 $/kg H2, outperforming 
PEM-solar (20.14 $/kg H2) and SOE-solar (12.26 $/kg H2). 

 

 

 
 

      

 
Fig. 3. Total hydrogen production cost ($/kg H2). 

 

CONCLUSIONS 

Green hydrogen is produced by integrated water electrolysis with renewable energy generation systems 

such as wind and solar power. This study analyzed different types of electrolysis, such as alkaline 

electrolysis (AEL), polymer electrolyte membrane (PEM) electrolysis, and solid oxide electrolysis (SOE), 

to make a cost comparison for green hydrogen production methods. When compared to wind solar-

connected electrolysis technologies, the overall results show that hydrogen production from solar-

connected electrolysis technologies is the most cost-effective. Furthermore, the cost analysis has been 

divided into minimum cost and maximum cost cases, with US pricing serving as the foundation for all 

costing parameters. The cost of producing hydrogen from AEL is 6.6 $/kg-H2 in the best case and 10.03 

$/kg-H2 in the worst case, which is less than the cost of producing hydrogen from PEM and SOE, which 

ranges from 12.78 $/kg-H2 to 20.14$/kg-H2 and 8.7$/kg-H2 to 12.26$/kg-H2, respectively.  
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ABSTRACT 

In this investigation, we describe the application of three distinct commercially available zeolites—

specifically HZSM-5, denoted as Z1, Z2, and Z3 with varying Silica/Alumina ratios, for the direct 

conversion of carbon dioxide to dimethyl ether (DME) using a Cu/Zn/Alumina (CZA) catalyst. The CZA 

catalyst, featuring a consistent composition of 60 wt.% Cu, 30 wt.% Zn, and 10 wt.% Alumina, was 

synthesized utilizing the solution combustion synthesis (SCS) technique. The synthesized catalysts 

underwent comprehensive characterization through scanning electron microscopy (SEM), transmission 

electron microscopy (TEM), X-ray diffraction (XRD). Utilizing the prepared catalysts, the CO2 

hydrogenation to dimethyl ether (DME) was conducted through a two-step process in a high-pressure 

packed bed reactor, employing different pressures (40, 50, and 60 bars), a constant temperature of 250 

°C, and a hydrogen to carbon ratio of 3:1. The efficacy of the synthesized catalysts in CO2 hydrogenation 

was assessed based on overall CO2 conversion and product selectivity. The results indicated that 

CZA/Zeolites exhibited high activity in converting CO2 to methanol and DME, with CZA/Z3 demonstrating 

the most noteworthy CO2 conversion rate at 27.7% and a DME selectivity of 39.5%. 

Keywords: CO2 hydrogenation, Methanol, Dimethyl ether, Catalyst, Zeolites. 

1. INTRODUCTION 

In response to the escalating global energy demand, the emissions of greenhouse gases (GHG) have 
been on a consistent rise over the past few decades. Carbon dioxide (CO2), a prominent GHG, has 
experienced a substantial increase, reaching concentrations of up to 400 ppm in the atmosphere. 
Anthropogenic CO2 emissions are widely acknowledged as a primary contributor to global warming. To 
address this issue on a global scale, Carbon Capture Utilization and Storage (CCUS) technologies are 
being explored for CO2 mitigation [1, 2]. Carbon capture utilization (CCU) aims to convert captured CO2 
into valuable chemicals. Catalytic hydrogenation of CO2 represents one of the CCU methods, transforming 
CO2 into energy products and enabling the substantial recycling of captured carbon dioxide. The 
conversion of CO2 into useful products, such as dimethyl ether (DME), hydrocarbons, urea, etc., presents 
an appealing approach for recycling CO2 and mitigating its release into the atmosphere. 

DME represents a clean fuel distinguished by its hydrogen-rich composition and minimal CO2 emissions, 
rendering it highly suitable for clean energy applications. Notably, DME's liquid state at standard ambient 
temperature facilitates ease of handling. The amalgamation of DME with liquefied petroleum gas (LPG) 
results in the production of a clean and economically viable fuel applicable to power generation, diesel 
engines, and fuel cells. The potential advent of DME presents an innovative energy paradigm capable of 
effectively addressing exhaust gas challenges by markedly reducing both particulate matter and nitrogen 
oxides (NOX) emissions. DME can be generated through the hydrogenation of CO2 or CO via two distinct 
pathways. The initial pathway, structured in two stages, involves the synthesis of methanol in the first 
stage from CO2 and H2, facilitated by a methanol synthesis catalyst as described by Equations 1 and 2. 
This process necessitates elevated pressure and operates within a specific temperature range of 200-300 
oC)[3, 4]. 

Methanol synthesis reactions: 

  CO2 + 3H2 ↔ CH3OH + H2O                ∆H298k = −49.5 kJ/mole                 1 

CO + 2H2 ↔ CH3OH    ∆H298k = −90.6 kJ/mole                2 
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Then, produced methanol is dehydrated to DME on a methanol dehydration catalyst in the second stage

 according to Equation 3 

Methanol dehydration reaction:  

2CH3OH↔ CH3OCH3+H2𝑂   ΔH298k =  41.2 kJ/mole   3 

In the alternative one-stage route, CO2 or CO undergoes conversion into dimethyl ether (DME) utilizing a

 bifunctional catalyst consisting of two components: one for methanol synthesis and another for methano

l dehydration. This single-stage process offers enhanced economic viability as the production of DME is 

not constrained by the thermodynamic limitations of the reactions. Numerous Cu-based catalysts, includi

ng CuO-ZnO, CuO-TiO2-ZrO2, CuO-ZnO-CrO3, CuO-ZnO-Al2O3, among others, have been evaluated as

 synthesis catalysts for DME [5] with alumina or HZSM-5 zeolite being the preferred choices for the dehy

dration component. ZnO is recognized for its role in the CO2 adsorption step, whereas copper species ar

e acknowledged as the active sites that facilitate the reaction [6, 7]. Consequently, it is crucial to prevent 

the aggregation of copper sites and maintain the catalyst structure to enhance catalyst activity, elevate d

imethyl ether (DME) selectivity, and minimize the formation of undesired by-products. The efficacy of DM

E production is believed to hinge not only on the metal-oxide phase features of the catalyst, which are re

sponsible for CO2 activation/hydrogenation, but also on the specific properties of zeolites that influence t

he activity and stability of hybridized bifunctional catalysts [8]. Through a comprehensive review of existi

ng literature and a comparative assessment of diverse elements and materials, an optimal catalyst comb

ination was identified to achieve elevated CO2 conversion to DME. The proposed catalyst entails a bimet

allic composition of CuZn supported on a high-surface carrier, γ-Al2O3. For the methanol dehydration co

mponent of the bimetallic synthesis catalyst, HZSM-5 zeolite was selected. This selection was made con

sidering the economic perspective, as Cu and Zn exhibit cost-effectiveness, abundance, and high selecti

vity toward methanol. 

 

2. MATERIALS AND METHOD  

 

2.1 CATALYST SYNTHESIS  

(i) CuZnAl 

The catalyst denoted as CZA, consisting of 60 wt% CuO, 30 wt% ZnO, and 10 wt% Al2O3, was synthesi

zed using the solution combustion method, as illustrated in Figure 1 and detailed in existing literature. Th

e synthesis process involved dissolving precise weights of (Cu(NO3)2⋅6H2O, 99.95%), (Zn(NO3)2⋅6H2

O, 99%), Al(NO3)3⋅9H2O, 99.95%), and glycine (99.5%) in a ratio of 1.3 (Glycine/Nitrates) in 100 ml of d

eionized water within a 250 ml beaker. Subsequently, the mixture was subjected to heating on a hot plat

e with stirring until a soft gel formed, leading to a self-ignition reaction. The resulting post-combustion po

wder underwent calcination at 400°C in air at a rate of 1 degree Celsius per minute for a duration of 2 ho

urs.  

 

 
Figure 1. Synthesis procedure of the CZA catalysts. 

 

(ii) Parent Zeolite: 

Initially, the precursor ZSM-5 zeolites in NH4+ form were procured from Zeolyst company and designa
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ted as follows: (Z1: CBV 2314, Si/Al = 23), (Z2: CBV 3024E, Si/Al = 30), and (Z3: CBV 5524G, Si/Al = 

50). To transition them to the acid form (H-ZSM-5), all NH4
+ forms underwent activation in a muffle fur

nace at 550 °C, 2dpm, for 2 hours, and were subsequently identified as the parent H-ZSM-5.  

(iii) Traditional alkaline treatment (TT) 

Based on existing literature, a total of 1.5 grams of the parent HZSM-5 zeolite was introduced into a pr

eheated 80 ml solution containing 0.2 molar sodium hydroxide (NaOH) at a temperature of 65 ℃. The 

mixture was stirred for a 60 minutes. Following this, the zeolite suspension was rapidly cooled by imm

ersion in an ice bath to arrest the desilication process. The resultant suspension underwent multiple w

ashes with deionized water until reaching a neutral pH level (pH 7). The zeolite was subsequently isol

ated through filtration and then subjected to drying in an oven at 120 ℃   overnight. 

To reactivate the zeolites, a calcination process ensued, subjecting them to a temperature of 550 ℃ 

with a heating rate of 2 degrees per minute for 2 h. The resulting zeolite samples were labelled as Z1-
TT, Z2-TT, and Z3-TT. 

RESULTS AND DISCUSSION 

2.2 Catalytic performance 

The assessment of CO2 catalytic hydrogenation performance was conducted in a high-pressure laborato

ry-scale test unit (PID, Micrometrics) as described in Figure 2. For the experimental trials, 0.5 grams of e

ach zeolite were sealed in the middle of the reactor tube, further 0.5g of CZA, first pelletized and sieved t

o a size between 100-150 μm, was placed in the upper layer. The catalyst underwent activation by redu

ction for three hours at 350°C with pure hydrogen. Subsequently, the temperature was lowered to 250°C

, and a mixture of hydrogen, carbon dioxide, and nitrogen (in proportions of 67.5%, 22.5%, and 10%) wa

s introduced into the reactor at a flow rate of 30 mL/h, resulting in a Gas Hourly Space Velocity (GHSV) 

of 3600 h−1.  

 

Figure 2. Schematic diagram of the experimental set-up 

The conversion of CO2 through hydrogenation over the prepared catalysts was determined using Equati

on 6:  

CO2 conversion (%) = [
fCO2

(in)−fCO2(out)

fCO2
(in)

] × 100                  (6) 

Here, f represents the gas flow rate. The product selectivity, including methanol, CO, and CH4, was com

puted using Equations 7 to 9, respectively:  

CH3OHselectivity (%) = [
nCH3OH

nTotal product
] × 100                   (7) 

COselectivity  (%) = [
nCO

nTotal product
] × 100                   (8) 

CH4selectivity  (%) = [
nCH4

nTotal product
] × 100                   (9) 
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2.3 Result and discussion 

2.3.1 Material and characterization 

2.4 Physicochemical properties 

2.4.1.1 XRD analysis 

The X-ray diffraction (XRD) patterns depicting the fresh, reduced, and spent CZA (Copper-Zinc-

Aluminum) catalyst are presented in Figure 3. Examination of the XRD data for the fresh catalyst reveals 

the presence of a CuO phase, as evidenced by diffraction peaks at 2θ angles of 35.2° and 38.5°. 

Conversely, weak intensity reflections associated with the ZnO phase are observed at 2θ angles of 

31.8° and 36.2°[9]. Moreover, faint-intensity Al2O3 reflections at 2θ values of 37.6°, 39.5°, 45.8°, and 

66.8° [10] become evident in the reduced catalysts. Distinct peaks at 43.4° and 50.3° in the reduced 

catalyst's XRD pattern are associated with (111) of metallic copper [11].  

 
Figure 3. XRD patterns of synthesized catalyst 

2.4.1.2 Scanning electron microscope analysis (SEM) 

 
Figure 4. SEM images of synthesized Cu/Zn/Alumina catalyst 

The morphology of the CZA catalyst is illustrated in Figure 4, revealing a low-density, spongy-like 

structure characterized by a notable porous architecture with abundant voids. This structural feature is 

attributed to the rapid release of gases during the combustion process. Additionally, SEM analysis 

displayed the morphology of the pristine commercial zeolites and the post-treated zeolite as in (Figure 

5).  

 
Figure 5. SEM images of zeolites 
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TEM images in Figure 6 depict the morphology of the three parent zeolites (Z1, Z2, and Z3). All of the        

samples exhibit a hockey puck-shaped morphology with particle sizes ranging from 300 to 500 nm.       

Moreover, as illustrated in Figure 7.  Z2 and Z3 exhibit a stacked fibrous structure after alkaline 

treatment, resulting from the removal of Si atoms by NaOH.  

 
Figure 6. TEM images of zeolite 

 
Figure 7. TEM images of treated zeolites  

2.4.2 Catalytic performance  

Figure 8 illustrates the catalytic performances and product selectivity of the Cu/Zn/Alumina catalyst over 

alkali-treated commercial zeolites (Z1-TT, Z2-TT, and Z3-TT). In Figure 8a, 8b, and 8c, the selectivity 

of methanol and DME for the different zeolites were presented. Specifically, in Figure 8a, it was 

observed that Z1-TT exhibits lower DME selectivity compared to Z2-TT and Z3-TT, with Z3-TT 

demonstrating the highest selectivity. Notably, Z1-TT experiences a significant decrease in DME 

selectivity from 34% to 26% as the reaction pressure increases from 40 to 60 bar at a constant 

temperature of 250°C. This decline were attributed to the lower acidity of Z1-TT. Conversely, methanol 

selectivity for Z1-TT, Z2-TT and Z3-TT increases from 15.7% to 32%, 17% to 29% and 22.7% to 27.7% 

respectively. Furthermore, the DME selectivity for Z2-TT and Z3-TT increases from 19.8% to 29.3% 

and 29.2% to 39.5% this enhancement due to the high acidity of Z3-TT[12].   

 
Figure 8. CO2 conversion and production selectivity for CZA/ treated zeolites.  
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CONCLUSIONS 

The catalytic performance of direct CO2 conversion to DME was carried out over CZA firstly to get 

methanol as a product, followed by methanol dehydration over three treated commercial zeolite with 

different Si/Al ratio. The alkaline treated Z3-TT exhibited the highest induced porosity in terms of 

material texture, further its showed the best in DME selectivity 39.5%.    
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ABSTRACT 

The process of microbial electrosynthesis (MES) represents a promising method for carbon dioxide (CO2) fixation, 
wherein biocatalysts derive electrons from electrodes, serving as a driving force for the reduction of CO2 into more 
valuable multicarbon products. In this investigation, we designed a novel multifunctional photocatalyst 
incorporating NiO/g-C3N4/Polythiophene, and subsequently established an MES system utilizing a mixed culture 
as the biocatalyst. Comparative analysis with NiO/g-C3N4 revealed that the integration of Polythiophene (PTh) 
into NiO/g-C3N4 not only amplifies the light absorption capacity but also enhances the efficiency of photogenerated 
electron-hole separation and migration. With an escalating reducing power influence, NiO/g-C3N4/PTh manifests 
the capacity to expedite the electron transport rate to microbes through three distinct pathways: indirect conduits 
via formate, indirect routes via hydrogen, and direct electron transfer. Moreover, the presence of NiO/g-C3N4/PTh 
proves advantageous in fostering the enrichment of electroautotrophic microorganisms, leading to an augmented 
abundance of Acetobacterium and Arcobacter. Additionally, the photocatalyst demonstrates an enhanced CO2 
adsorption capability. Operating at a potential of -0.9 V (versus Ag/AgCl), the MES employing the NiO/g-C3N4/PTh 
photocathode achieves an acetate production rate of 4.12 mM/d, showcasing a remarkable 4.2-fold increase 
compared to the control. n a controlled environment, the MES system yielded less hydrogen production (0.00905 
m3/m3/d) than when utilizing the NiO/g-C3N4/PTh combination (0.02105 m3/m3/d). This study presents an 
innovative approach for semiconductor photocathodes to improve MES performance within mixed cultures. 

Keywords: Carbon dioxide sequestration, Bio-photocatalysis, acetate. 

1. INTRODUCTION 

Fossil fuels, crucial for fulfilling worldwide energy requirements, are gradually diminishing, and their widespread 
deployment in modern society has substantially augmented the incidence of global warming through the release 
of carbon dioxide (CO2) into the atmosphere [1, 2]. In recent times, the decreasing accessibility of fossil fuels has 
spurred an increasing demand for alternative energy sources. Furthermore, the imperative for reliable alternatives 
has been intensified by the burgeoning market for portable electronic devices [3]. Addressing these environmental 
and energy challenges has prompted a heightened awareness and concentration on the investigation of 
renewable and clean energy sources. Among the auspicious alternatives, bio-photocatalytic CO2 reduction has 
surfaced as a feasible and sustainable resolution. This method presents various benefits, encompassing 
economical, clean energy production, and environmentally favorable attributes. Via the bio-photocatalytic 
reduction of CO2, it is possible to convert both carbon dioxide (CO2) and inorganic carbon (HCO3

−) into valuable 
biofuels, including acetic acid, ethyl alcohol, butyrate, and CH4, utilizing sustainable radiation. This innovative 
approach provides a promising pathway for addressing contemporary global environmental and energy 
challenges, simultaneously presenting a sustainable repository of biofuels with versatile applications. Within the 
domain of sustainable and advanced methodologies, Microbial Electrosynthesis (MES) has arisen as a propitious 
and novel technique for transforming inorganic carbon sources, such as bicarbonate (HCO3

−) or CO2, into valuable 
precursor chemicals. MES systems utilize electrotrophs as biological catalysts, representing a potentially efficient 
approach for sustainable energy generation and carbon emissions reduction. Electrotrophs are integral to the 
reduction of CO2 or bicarbonate (HCO3

−) into valuable precursor chemicals within MES systems. These processes 
entail the employment of electrotrophs as electron acceptors, obtaining electrons either indirectly through the 
assimilation of soluble electron carriers like H2 or directly through cathodic electron transfer in MES. Electrotrophs 
harness electrons in the conversion of CO2 into reactive acetyl-CoA, a process followed by the oxidation of acetyl-
CoA to acetate through ATP phosphorylation utilizing the Wood-Ljungdahl pathway (WLP), elucidated by 
Ragsdale and Pierce in 2008 [4]. Nonetheless, the interaction between electrotrophs and unmodified electrodes 
poses a constraint in this procedure, resulting in a reduction in the current density of CO2 reduction. This limitation 
stems from the ineffective electron transfer between electrotrophs and unmodified electrodes, constituting a 
pivotal bottleneck in the overall process. For instance, to enhance the production of chemical compounds like 
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acetate, it may be advantageous to augment the circuital current or current density of the Microbial 
Electrosynthesis (MES) cell, leading to a higher abundance of cathodic electrons. An illustration of this concept is 
evident in the electrochemical reduction of inorganic carbon (IC) to acetate (Reaction 1), a phenomenon 
demonstrated with varying degrees of success in MES systems employing both monocultures and multispecies 
inoculations (mixed cultures). MES exhibits potential as a sustainable and pioneering methodology for the 
generation of valuable chemicals, employing electrotrophs as electron acceptors in the microbial conversion of 
carbon compound [5, 6]. Usually, cultures are immobilized on various cathodic electrode materials (as delineated 
in Table S1), including carbon-based metals (Cu, Ni, Au, Fe) and reduced graphene oxides [7]. The fundamental 
function of these materials is to diminish the resistance to electron transfer between the cathodic electrode and 
the immobilized electrotrophs. Consequently, there is an elevation in circuital current, facilitating the electrotrophic 
conversion of inorganic carbon (IC) to acetate, as succinctly outlined in Table S1 [8-10]. An alternative approach 
to augment the circuital current (current density) essential for the electrotrophic reduction of inorganic carbon (IC) 
in Microbial Electrosynthesis (MES) biocathodes involves employing photocatalytic semiconductor materials 
responsive to solar radiation [11-14]. Under favorable conditions, bacteria can obtain supplementary electrons 
and hydrogen from a stimulated semiconductor, thereby enhancing the electrotrophic process through either 
indirect means (utilizing H2 or mediators) or direct reduction of carbon (HCO3

− or CO2). The integration of artificial 
and natural platforms offers the potential to create innovative catalytic systems with enhanced functionality 
compared to the individual catalytic functions in isolation [12]. This methodology utilizes solar radiation to directly 
activate semiconducting materials, concurrently purging aqueous contaminants from the anodic chambers. 
Consequently, the approach proves to be an efficient and environmentally sustainable technique for both 
environmental remediation and renewable energy production. The direct harnessing of solar light as the energy 
source for stimulating semiconductors, along with the simultaneous removal of aqueous pollutants in the anodic 
chambers, presents a promising and sustainable strategy with potential applications in mitigating environmental 
pollution and generating renewable energy [14].  

                       2HCO3
−    +   4𝐻2     +    𝐻

+   →     𝐶𝐻3𝐶𝑂𝑂
−   +   4𝐻2𝑂                     (Reaction 1) 

The selection of suitable photocatalytic materials with semiconducting attributes for this application necessitates 
exemplary biocompatibility with electrotrophs, optimal band gaps, and other favorable characteristics, including 
low overpotentials, non-toxicity, and long-term stability concerning the electrotrophs. The chosen materials should 
establish compatibility with the electrotrophs at a biological level and possess advantageous electronic band gaps 
to facilitate efficient electron transfer processes. Moreover, these materials should demonstrate minimal 
overpotentials, representing the additional energy requirements for electrochemical reactions to transpire, thereby 
enhancing the energy efficiency of the system. Factors such as durability over extended durations and non-
detrimental effects on electrotrophic microorganisms are also crucial to ensure the sustained efficacy and 
feasibility of the photocatalytic substances within the system [14, 15].  

The groundbreaking study by Liu et al. in 2015 introduced the notion of employing a photoelectrode to assist 
Microbial Electrosynthesis (MES) in the reduction of carbon dioxide (CO2) [16]. This inventive method employed 
a silicon nanowire photocathode and a titanium dioxide (TiO2) photoanode within a solar-assisted Microbial 
Electrosynthesis (MES) system. The photoelectrode efficiently captured solar energy and conveyed reducing 
equivalents to Sporomusa ovata, a microorganism recognized for its proficiency in acetate production. Additionally, 
acetate generated was utilized as a precursor for synthesizing longer carbon chains through recombinant 
Escherichia coli in this strategy [2, 17]. In subsequent investigations, photo-assisted biocathodes, incorporating 
Z-scheme heterojunctions such as WO3/MoO3/g-C3N [18] and Ag3PO4/g-C3N4 [19], have been synthesized 
utilizing Serratia marcescens Q1 as the biocatalyst. In this methodology, photo-generated electrons augmented 
hydrogen production, subsequently facilitating the biocatalyst's carbon dioxide (CO2) fixation for acetate synthesis. 
Unlike conventional Microbial Electrosynthesis (MES) systems employing pure bacterial strains as biocatalysts, 
mixed cultures exhibited heightened acetate production and greater resilience to environmental fluctuations, 
possibly attributable to synergistic effect [20, 21]. Nevertheless, the comprehension of MES efficiency employing 
mixed cultures as biocatalysts, in conjunction with photoassisted cathodes, remains limited and necessitates 
further investigation. Therefore, it is crucial to advance superior and more efficient photocatalysts to optimize CO2 
conversion and enhance yield rates with improved selectivity. 

Among numerous photocatalysts, graphitic carbon nitride (g-C3N4) stands out as a representative polymer 
semiconductor extensively employed in the photocatalytic domain due to its notable attributes, including excellent 
chemical stability, cost-effectiveness, consistent visible light responsiveness, and stable catalytic performance 
under visible light conditions [22, 23]. Nevertheless, the facile recombination of photogenerated electrons and 
holes on g-C3N4 hampers its overall photocatalytic efficacy. To address this limitation, the coupling of g-C3N4 
with a narrow-band gap semiconductor represents a viable strategy to enhance the separation of photogenerated 
electron-hole pairs. Copper oxide, with its narrow band gap and heightened visible light absorption capabilities, 
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can be integrated with g-C3N4 to form heterojunction structures [24]. The combination of metal oxide/g-C3N4 
exhibits significant potential as a photocatalyst in Microbial Electrosynthesis (MES) by facilitating the separation 
of photo-induced charge carriers and thereby enhancing photocatalytic efficiency [25]. 

In this investigation, we propose the utilization of a NiO/g-C3N4-modified graphite felt (GF) doped with 
Polythiophene (PTh) to fabricate a photocathode for chemical (primarily acetate) production from CO2 in the 
Microbial Electrosynthesis (MES) system. The incorporation of photocatalysis and electrocatalysis through the 
NiO/g-C3N4/PTh photocathode facilitates the separation of electron–hole pairs, thereby supplying additional 
reducing power for the conversion of carbon dioxide. Additionally, the photoelectron-generating activity on the 
NiO/g-C3N4/PTh photocathode, capable of modulating the diversity of cathodic microbes, proves advantageous 
for chemical production. In summary, the incorporation of the NiO/g-C3N4/PTh photocathode significantly 
enhances the performance of MES. 

2. MATERIALS AND METHOD  

The preparation of NiO/g-C3N4/PTh nanocomposites involved the utilization of nickel nanoparticles obtained throug

h a previously reported precipitation method [26]. An electrochemical method was employed for the synthesis of co

nducting polymer nanocomposites using a potentiostat–galvanostat Autolab system (Autolab 204, Netherland). A s

tandard three-electrode one-compartment cell configuration was adopted for all experiments, with a platinum count

er electrode, Ag/AgCl reference electrode, and graphite felt substrates serving as the working electrode. The exper

iments were conducted at room temperature under an argon atmosphere, and the Ar flow was initiated 15 minutes 

before each experiment to eliminate dissolved air from the solutions. 

The electrochemical polymerization of thiophene and the deposition of PTh/nickel nanocomposites on the graphite 

electrodes were performed potentiostatically by applying a constant potential of 2.5 V for 120 s. This process took 

place in an acetonitrile solution (7 ml) containing 1.9 mM thiophene, along with Ni nanoparticles, g-C3N4, and tetrab

utylammonium tetrafluoroborate (Bu4NBF4) as the supporting electrolyte (0.05 g). Following polymerization, the pol

ymer composites coated on the graphite felt substrate underwent rinsing with acetonitrile to eliminate any residue a

nd were subsequently dried in ambient air. 

 

3. Result and Discussion  

3.1. Optimizing the Electrode and MES Process Conditions for Acetate Synthesis 

3.1.1. MES Operational Parameter Adjustment for Acetate Synthesis 
 

The modified electrode incorporating NiO/g-C3N4/PTh demonstrated consistent and reversible photocurrent 
responses that were 3.19 times greater than those observed with Ni oxide electrodes. This observation implies 
the existence of varying degrees of electronic interaction between Ni oxide species and g-C3N4, particularly when 
exposed to visible light irradiation. The discernible influence of PTh on enhancing the photocurrent response of 
the electrode underscores its pivotal role and underscores the potential for synergistic effects within the composite 
system. In comparison to biotic conditions (Figure 1A), the abiotic controls exhibited significantly higher 
photocurrents (Figure 1B), indicating a tradeoff between scarification, crucial for photon capture, and the presence 
of electrotrophs on electrode surfaces for the conversion of inorganic carbon (IC) to acetate. Analogous 
approaches for methane production involve the use of indium phosphide photocathodes and Methanosarcina 
barkeri electrotrophs [12]. 

 
Figure 1. Photocurrent measurements for NiO/g-C3N4/PTh graphite felt, NiO/g-C3N4 graphite felt setup in 1.0 M 
Na2SO4 solution (A) biotic and (B) abiotic. 
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The evaluation of NiO/g-C3N4/PTh photo-bioelectrochemical systems' performance is fundamentally governed by 
the intricate balance between light absorption and biocatalysis occurring on the semiconductor-coated electrode 
surface. Optimal bioelectrocatalytic stability and activity are ensured with a thicker layer of electrotrophs, whereas 
a thinner layer facilitates superior photon capture and transfer [12]. In subsequent experiments, manipulating the 
concentration of cultivated mixed microbes within the range of 0.2 to 0.8 of OD600 yielded the maximum acetate 
synthesis (Figure S1A), the highest residual hydrogen (Figure S1B), and the highest photogenerated current 
(Figure S1C). For the manipulation of the electrode composition and the loading of the composite, the NiO/g-
C3N4/PTh loadings were incrementally elevated from 0.7 to 1.40 mg/cm2, leading to an augmented production of 
acetate (Figure S3A), accompanied by a concurrent reduction in residual hydrogen levels (Figure S3B). This 
outcome can be attributed to the enhancement in photo-generated current (Figure S3C). However, an excessive 
loading of 2.40 mg/cm2 resulted in a decline in photo-generated current (Figure S3C), subsequently leading to 
diminished acetate production and elevated residual hydrogen values (Figure S3A and B). 

An optimal ratio of NiO/g-C3N4/PTh at 10% (w/w) was attained for the preferred NiO/g-C3N4-PTh loading of 1.60 
mg/cm2, resulting in the highest acetate production (Figure 2A). This configuration corresponded to the lowest 
residual hydrogen levels (Figure 2B) and the highest photogenerated current density (Figure 2C). Consequently, 
the heightened cathodic photogenerated holes exerted an additional force, propelling more electrons to the 
photocathode [27]. In contrast, the supplementary photoinduced current facilitated the reductive generation of 
hydrogen, thereby amplifying the overall system performance. For this investigation, a NiO/g-C3N4/PTh composite 
loading of 1.60 mg/cm2, with a NiO/g-C3N4/PTh to PTh ratio of 10% (w/w), was selected for further analyses. 
These experimental conditions were meticulously chosen to ensure the desired composition and loading of the 
composite materials, thereby optimizing subsequent analyses. 

 

Figure 2 (A) Effect of ratios of NiO/g-C3N4/PTh graphite felt on production of Ac (B) Hydrogen of residual (C) 
photo-response curves. 

 

3.1.2. Long-Term Acetate Formation Kinetics 

The Microbial Electrosynthesis (MES) process, extended over 5 days, substantially augmented acetate production 
to 10.22 ± 0.30 mM, marking a 2.95-fold increase compared to the control using a bare carbon felt electrode as 
the cathode (Figure 3A). Nevertheless, the rate of acetate synthesis exhibited a gradual decline as the remaining 
inorganic carbon (IC) in the catholyte was depleted. Furthermore, the acetate production rate of 3.8 mM/d 
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surpassed that of Sporomusa ovata immobilized on surface-modified carbon MES cathodes without light 
irradiation, achieving a 4.1-fold increase at approximately 2.21 mM/d [8, 9]. Nevertheless, this rate was notably 
inferior to the reported value of 6.0 mM/d achieved using the same species while incubated in a yeast extracting 
medium with a continuous CO2 flow [6]. In line with Reaction 1, the acetate production process in NiO/g-C3N4/PTh 
consumes hydrogen at a heightened rate compared to controls with bare carbon felt cathodes. Consequently, the 
hydrogen concentration was lower than that in controls with bare carbon felt cathodes, aligning with literature 
supporting other electrochemical reductions occurring in the absence of light illumination (Figure 3B) [6, 8]. As 
depicted in Figure 3B, the residual hydrogen exhibited a rapid decline within the initial 1.0 day, aligning with the 
peak rate of acetate production illustrated in Figure 3A. This suggests that the photocatalytically generated H2 
was effectively utilized through the photoreduction of protons via the heterojunction valence-band electrons. After 
5 days of operation, there was a 42 ± 2% current efficiency for acetate production (CEacetate) and a consumption 
of 95 ± 2% of the supplied HCO3

- (Figure 3C and 3E). These values significantly surpassed the results obtained 
with controls featuring bare carbon felt cathodes, where the CEacetate was 35 ± 2% and HCO3

- consumption was 
85 ± 2%, as depicted in Figure 3D and E. Within a brief operational timeframe, the current efficiency for acetate 
production (CEacetate) at 0.5 days reached 82 ± 2%, comparable to the performance observed in a hybrid system 
employing α-NiS photocatalyst and Methanosarcina barkeri for methane production with continuous CO2 supply 
(74%) [12]. However, the CEacetate declined over time due to an increase in internal resistance, rising from 3.5 Ω 
(Rs) and 64.17 Ω (Rct) at 0.5 days to 10.4 Ω (Rs) and 54.6 Ω (Rct) at 5 days (Figure 3F). This rise in resistance 
was attributed to the depletion of the HCO3

- supply after 5 days, aligning with findings in a previously reported 
hybrid system of Moorella thermoacetica and CdS [13]. Nevertheless, a continuous CO2 sparging approach might 
provide adequate inorganic carbon (IC) for a high CEacetate, as long as the CO2 sparging is sustained throughout 
the entire experiment [6, 8]. 

 

Figure 3. The progress of time (A) acetate synthesis (B) evolution of hydrogen, (C and D) cumulative electrons 
transferred for PTh/C/g-C3N4 and graphite felt respectively (E) IC conversion, (F) Nyquist plots of EIS spectra. 

 

3.1.3. Stability Assessment  

Several sequential batch cycles of the MES assembly system were systematically carried out at intervals of 5.0 
days, incorporating catholyte refreshment. This rigorous testing regimen was employed to assess the enduring 
stability of the Ac (acetic acid) production process over an extended timeframe. Throughout 10 operational cycles, 
each lasting 12 hours over a span of 10 days, the observed Ac production rate ranged from 3.8 to 3.45 mM/d. 
Notably, this range closely paralleled the residual hydrogen production rate, which fluctuated between 0.0072 and 
0.0065 m3/m3/d, as depicted in Figure 9A. 
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Figure 4. (A) Acetate production and residual hydrogen varies with the number of cycle (each cycle lasts 12 
hours). 

4. Conclusions  

This investigation demonstrates that the NiO/g-C3N4/PTh heterojunction-modified cathode profoundly enhances 
MES performance. Material characterization reveals that the proposed cathode exhibits exceptional visible light 
absorption and efficient separation of holes and electrons. Photogenerated electrons play a role in promoting 
biofilm formation and are directly transferred to electroautotrophic microbes, bypassing indirect transfer through 
hydrogen. Concurrently, photogenerated holes can combine with anodic electrons, providing an additional driving 
force. Furthermore, the NiO/g-C3N4/PTh photocathode enhances biocatalytic activity by increasing the overall 
amount of biocatalyst and regulating the composition of the cathodic microbial community. The resulting acetate 
concentration of 5.1 g/L surpasses that of the control group (2 ± 0.1 g/L). Consequently, the NiO/g-C3N4/PTh 
photocathode presents an effective strategy for achieving high acetate accumulation in MES with a mixed culture. 
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ABSTRACT  

Ammonia has attracted attention as a hydrogen storage medium for applications such as fuel cells. 

However, ammonia reforming catalysts suffer from decreased activity due to heating and agglomeration. 

To suppress agglomeration, we have applied a nanowire structure to improve the durability and efficiency 

of reforming catalysts. Nickel is supported on two types of ZnO nanowires (rod-like and tree-like) prepared 

by hydrothermal synthesis. Reforming tests are conducted using these catalysts under different ammonia 

flow rates to compare the conversions.   

Keywords: Ammonia decomposition, Hydrogen storage, Hydrogen carrier, Nanowire, Catalyst.  

 

INTRODUCTION 

Ammonia can be easily liquefied by pressurization and cooling. Thus, it has recently attracted attention 

as a hydrogen storage and transport medium [1]. However, the highly efficient decomposition of 

ammonia requires high temperatures, and there is concern that conventional particulate catalysts for 

ammonia reforming (cracking, decomposing) may lose their catalytic activity due to aggregation [2]. In 

contrast, nanowire (NW) catalysts are expected to suppress the aggregation [3]. Ni/ZnO NW catalysts 

are prepared by coating Ni on ZnO NWs, and there are two growth modes of ZnO NWs: length growth 

(LG) and branch growth (BG) [4]. The active surface area of the Ni/ZnO NWs can be increased by 

introducing the BG mode and highly branching ZnO NWs. In this study, an NW structure is applied to 

improve the durability and efficiency of the ammonia reforming catalysts and evaluated for hydrogen 

production for both LG and BG modes. 

 

EXPERIMENTAL 

NW Catalysts Preparation [3] 

A zinc oxide fine powder (0.05 g)/methanol (10 ml) dispersion was dropped onto a glass plate to fix the 

zinc oxide particles (particle diameter < 100 nm) as a starting point for nanowire growth. The glass plate 

was immersed in a zinc nitrate hexahydrate solution (7.437 g/L) and a hexamethylenetetramine solution 

(3.5 g/L) for hydrothermal synthesis of ZnO nanowires at 90°C. This series of operations was repeated 

three times to synthesize branched ZnO nanowires. Next, a mixture of nickel nitrate hexahydrate and 

ethanol was dropped onto the ZnO nanowires, which were then pyrolyzed at 350°C to coat them with a 

NiO layer on the ZnO nanowires. The concentration of the mixture was 0.3 M. The prepared nanowire 

catalysts were collected and fixed with quartz wool in a quartz tube (inner diameter of 4 mm) to prepare 

the catalyst layers (33, 49, 69, 114, and 343 mg). 

 

Ammonia Reforming 

Ammonia water (22 mol%) was bubbled with nitrogen gas, and their mixture was fed to the catalyst bed. 

Flow rates of fed mixture gas of ammonia and nitrogen were controlled with WHSVS of 6000, 18000, 

30000, 42000, and 62000 L h-1 kg-1. WHSV is defined by the following equation. 
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𝑊𝐻𝑆𝑉 [
𝐿

𝑘𝑔∙ℎ
] =   

𝐺𝑎𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒[
𝐿

ℎ
]

𝐶𝑎𝑡𝑎𝑙𝑦𝑠𝑡𝑠 𝑚𝑎𝑠𝑠[𝑘𝑔]
         (1) 

 

Reforming temperatures were between 400°C and 700°C, and the catalyst bed was heated using a tubular 

electric furnace. Exhaust gas from the catalyst bed was collected with a syringe and analyzed by gas 

chromatography for the composition of the reformed gas. Ammonia conversion in the reforming reaction 

was determined from the gas composition. The method for determining the ammonia conversion is shown 

below. 

 

𝐴𝑚𝑚𝑜𝑛𝑖𝑎 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 [%] =
𝑚𝑜𝑙𝑒𝑠 𝑜𝑓 𝑎𝑚𝑚𝑜𝑛𝑖𝑎 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑

𝑚𝑜𝑙𝑒𝑠 𝑜𝑓 𝑎𝑚𝑚𝑜𝑛𝑖𝑎 𝑓𝑒𝑑
× 100     (2) 

RESULTS AND DISCUSSION 

NW Catalysts Preparation 

The fabricated ZnO nanowires are shown in Fig. 1. It can be seen that the nanowires with hexagonal 

cross sections extend in various directions. Compared to ZnO nanowires in the LG mode (Fig. 1 (b)), the 

number of nanowires increases with the introduction of the BG mode (Fig. 1 (a)), and the nanowires grow 

radially. Fig. 2 shows NiO on the fabricated ZnO nanowires, where NiO was deposited to cover the surface 

of the ZnO nanowires. 

Fig. 1. ZnO NWs of (a) BG mode and (b) LG mode 

Fig. 2. Ni/ZnO NW catalysts of (a) BG mode and (b) LG mode 

Ammonia Reforming 

Reforming tests were performed with five catalyst masses packed in the catalyst bed. Hydrogen 

reduction (99.9% H2, 1 h) was performed at 500°C prior to the reforming test. Fig. 3 shows the results 

of the reforming tests. For all WHSVs, it can be seen that the ammonia conversion rate increases with 

increasing reforming temperature. The WHSV dependence of the ammonia conversion shows that the 
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conversion reasonably tended to increase with decreasing WHSV; comparing the ammonia conversion 

rates of the BG and LG modes, the difference is more pronounced at WHSV 6000.  

Fig. 3. Ammonia conversion of Ni/ZnO NW catalysts of (a)BG mode and (b) LG mode 

 

The reaction rate constants were estimated from the fundamental equation of the tube reactor to 

evaluate its catalytic properties [5]. The following equation expresses the basic equation for a tube-type 

reactor. 

 

𝜏 = ∫
d𝐶NH3
−𝑟NH3

𝐶NH3
𝐶NH3,0

          (3) 

 

where 𝜏 is the residence time of the gas (s), 𝐶NH3  is the ammonia concentration (mol m-3), 𝐶NH3,0 is the 

ammonia concentration at the reactor inlet, and 𝑟NH3  is the ammonia decomposition rate (mol s-1). Under 

isobaric conditions, the volume of gas increases as ammonia decomposition proceeds, so the following 

equation defines the volume expansion rate, 휀NH3 . 

 

휀NH3 =
𝑉𝑋=1−𝑉𝑋=0

𝑉𝑋=0
=
(0.5+1.5)−1

1
= 1         (4) 

 

where X is the ammonia conversion rate (-). The ammonia concentration can be expressed as follows 

using  휀NH3  and X. 

 

𝐶NH3 =
(휀NH3

−𝑋)

(휀NH3+𝑋)
𝐶0,NH3 =

(1−𝑋)

(1+𝑋)
𝐶0,NH3         (5) 

 

Assuming that the ammonia decomposition reaction is a first-order reaction, the decomposition rate can 

be expressed by the following equation using the reaction rate constant k. 

 

𝑟NH3 =
−𝑘∙(1−𝑋)

(1+𝑋)
𝐶0,NH3           (6) 

 

Substituting equation (6) into equation (3), we obtain the following relationship: 

 

𝑘𝜏 = 2 ln
1

1−𝑋
− 𝑋          (7) 

 

Fig. 4(a) and (b) show plots of the relationship in Eq. (7), where the reaction rate constant k is estimated 

from the slope of the approximate straight line. Fig. 4(c) shows an Arrhenius plot with the natural 
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logarithm of the obtained rate constant on the vertical axis and the reciprocal of the temperature on the 

horizontal axis. From the Arrhenius plot, the activation energy and frequency factor for the BG and LG 

mode nanowire catalysts in this reforming test were estimated to be 81.9 kJ mol-1, 8.96×104 s-1, and 

77.8 kJ mol-1, 4.73×104 s-1, respectively. The frequency factor was larger in the BG mode, likely due to 

the larger catalyst surface area resulting from the tree formation. 

 
Fig. 4. Plots of 2 ln[1/(1-XNH3)]-XNH3 against 𝜏 for the Ni/ZnO NW of (a) BG mode and (b) LG mode, and (c) 

Arrhenius plots for the Ni/ZnO NW catalysts (BG and LG) from 723 to 923 K. 

 

Table 1 shows that the obtained activation energy and frequency factor are not significantly different 

from those of the other reported cases, but the frequency factor is smaller than that of the other reported 

cases. This may be due to the lack of catalyst surface area; increasing the number of dendritic 

processes is expected to further expand the catalyst surface area and improve the conversion ratio. 
 

 
 

 

 

 

 

 

 

 

  

 

 

 

Table 1.  Activation energy and frequency factor of each catalyst. 

Catalyst 
Activation energy 

(kJ mol-1) 

Frequency factor 

(s-1) 

Ni/ZnO nanowire (LG) 
77.8 4.73×104 

Ni/ZnO nanowire (BG) 
81.9 8.96×104 

Ni/SiO2 [5] 
108 4.40×107 

12%Ni/MRM [6] 
72.1 - 

Ni/Zr-doped Al2O3 [7] 
86.44 - 

(c) 
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CONCLUSIONS 
Ni/ZnO nanowire catalysts for reforming were fabricated, and reforming tests showed that the ammonia 

conversion tended to increase with decreasing WHSV. The activation energy and frequency factor of 

Ni/ZnO nanowire catalysts in BG and LG modes were 81.9 kJ mol-1, 8.96×104 s-1, and 77.8 kJ mol-1, 

4.73×104 s-1, respectively. The BG mode showed a larger frequency factor, which may be attributed to 

the increased catalyst surface area due to tree formation. The frequency factor was smaller than that in 

previous reports, possibly due to the lack of the catalyst surface area. Increasing the number of dendritic 

processes is expected to further increase the surface area of the catalyst and improve the ammonia 

conversion. 
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ABSTRACT 

This study investigates current and temperature distributions in solid oxide electrolysis cells (SOECs) 

for high-temperature steam electrolysis. Segmented anodes enable successful separation of current 

measurements upstream, midstream, and downstream along the gas flow channels (co-flow) under 

voltage control. The results are useful to validate three-dimensional finite element models for enhanced 

SOEC design, improving performance and durability. A cathode-supported planar cell was used for the 

experiments. The cell consisted of a NiO/YSZ cathode, LSC anode, and YSZ electrolyte. The anode 

was segmented using silver mesh current collectors and stainless-steel interconnectors. Voltage-

controlled current-voltage measurements were performed to simulate a normal cell, while temperature 

variations with electrolysis voltage were monitored using K-type thermocouples. A low inlet steam flow 

rate led to a reduced current density downstream owing to the concentration overpotential from the 

reduced steam concentration with upstream consumption. Temperature changes revealed that heat 

absorption prevailed at low currents below the thermoneutral voltage, transitioning to heat production 

at higher currents with more dominant Joule heat from the overpotentials. The segmenting anode 

allowed successful current separation measurements in different sections, enabling generalized 

numerical models for improved cell stack performance through operational optimization and 

interconnector design. 

Keywords: SOEC, Hydrogen production, Electrode-segmentation method, Current distribution. 

 

INTRODUCTION 

SOEC is an electrochemical device that operates at high temperatures, enabling highly efficient 

hydrogen production using renewable energy. Because the electrolyte is conductive to oxygen ions, 

carbon dioxide can be electrolyzed simultaneously with water vapor (co-electrolysis) to produce 

hydrogen and carbon monoxide synthesis gas. In SOECs, the current and temperature distribution 

caused by water vapor consumption from the upstream to the downstream of the gas flow channel is 

problematic, leading to a decrease in efficiency and thermo-mechanical/chemical durability [1][2]. 

Although many numerical calculations have been reported on the current, temperature, and partial 

pressure distributions of water vapor in SOECs [3–5], there are few examples of actual measurements 

[6]. In addition, actual measurements and numerical calculations in co-electrolysis and the direct 

measurement of the current in each part using the segmented electrode method are scarce [7]. In this 

study, the oxygen electrode of a steam electrode-supported planar cell was divided along the gas 

stream in the upstream, midstream, and downstream sections, and direct measurement of the currents 

at each section was performed. 

 
Fig. 1. Anode of the experimental cell 

 
Fig. 2. Cross-sectional drawing of the segmented 
cathodes and current collectors. 
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Fig. 3. Experimental set-up 

 

MATERIALS AND EXPERIMENTAL METHODS 

Oxygen electrode segmented cell 

In this study, experiments were conducted using a planar cell with hydrogen electrode (cathode) support 
as shown in Figure 1. The hydrogen electrode was NiO/YSZ, oxygen electrode was LSC, electrolyte was 
YSZ, and intermediate layer was GDC (ASC-400B, Elcogen, Estonia). The hydrogen electrode area was 
19.5 (6.5 x 3.0) cm2, and the oxygen electrode area was 7.2 (4.8 x 1.5) cm². The oxygen electrode (anode) 
was divided into three equal areas with segmented silver mesh current collectors fixed with silver paste 
(Dotite D-500, Fujikura Kasei Co., Ltd.) on the electrode. The interconnector (SUS430) was also divided 
into three segments on the oxygen electrode side with electrical insulation (mica) between them. In both 
electrode sides, depth and width of the flow channels were both 1 mm for eight parallel channels along 
the long side. Because the current and partial pressure distribution of water vapor on the hydrogen 
electrode is of particular interest in this study, only the oxygen electrode was divided to prevent the 
influence of the division of the hydrogen electrode on the gas flow in the in-plane direction. Single-
electrode segmentation is enough owing to the dominant current flowing in the through-plane (thin) 
direction.  
 
Electrochemical measurement 

A cross-sectional view of the interconnector is shown in Figure 2. A schematic diagram of the 

experimental setup is shown in Figure 3. Current-voltage (I-V) measurements were performed under 

voltage control so that the electrodes of each section were under equipotential to reproduce the 

conditions of a normal single cell, using three power supply units. A four-terminal method with separate 

current and voltage lines was used for measurements. I-V measurements were taken at each section 

of the cathode after reduction with H2O/H2/N2 gas mixture (H2O 240 cm3min-1, H2 and N2 120 cm3min-1 

(at 25 °C, 1 atm)). The hydrogen electrode was supplied with H2O/H2 gas mixture at inlet flow rates of 

40/40, 80/80, and 120/120 cm3min-1 (at 25 °C, 1 atm), while the oxygen electrode was supplied with a 

constant inlet flow rate of 400 cm3min-1 (at 25 °C, 1 atm) dry air in a co-flow configuration. Experiments 

were conducted using a tube furnace to maintain the cell temperature at 650 °C at the open-circuit 

voltage (OCV). Three K-type thermocouples were inserted into the upstream, midstream, and 

downstream portions of the anode interconnectors, and the temperature in each anode interconnector, 

7 mm from the electrode, was measured. 
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(a) 

 

(b) 

 
(c) 

 
 

 

Fig.4 Voltage-controlled I-V characteristics of the cathode-supported SOEC for the up/middle/downstream parts 
at 650 °C. Inlet flow rates: H2/H2O/Air of (a) 40/40/400 (b) 80/80/400 (c) 120/120/400 cm3/min. 

 

 
Fig.5 Temperature change from OCV. Inlet flow rates: H2/H2O/Air of 40/40/400. 

 

RESULTS AND DISCUSSION 

IV characteristics for each flow rate condition are shown in Figure 4. Under high flow rate conditions (b) 

and (c), the performance was close in the upstream, midstream, and downstream regions, whereas 

under low flow rate condition (a), the current density decreased in the high voltage region and the 

decrease was most pronounced in the downstream region. This is possibly due to an increase in the 

concentration overpotential including the Nernst loss [8], caused by insufficient steam supply to the 

midstream and downstream segments owing to the reduced inlet flow rate. 

 

Figure 5 shows the temperature change from the open circuit voltage (OCV) versus the electrolysis 

voltage. The heat balance in the electrolysis consists of the endotherm of the reversible heat TΔS, the 

heat production with the total overpotential, including the Ohmic overpotential associated with electron 

and ion transport, and the reaction overpotentials. Therefore, at low currents, the cell temperature 
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decreases as the heat absorption rate exceeds the heat production rate, and as the current increases, 

the heat production rate with the overpotentials increases, resulting in the cell temperature increase. 

 

CONCLUSIONS 

To elucidate the current distribution in the gas flow direction in a planar SOEC, a planar cell with three 

segmented oxygen electrodes was prepared. IV measurements were carried out under voltage control to 

ensure that the electrodes in each section were equipotential as in a normal cell using three power supply 

units, and the currents in the upstream, midstream, and downstream sections were successfully measured 

separately. Numerical modeling based on this measured current distribution can be generalized to 

optimize the operating conditions and interconnector design guidelines for improving the performance of 

practical cell stacks. 
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ABSTRACT  

Solid oxide fuel cells (SOFCs) offer advantages such as high efficiency and fuel flexibility without costly 

catalysts, owing to their high working temperature. To date, investigating the three-dimensional (3D) 

distribution of current density, gas concentration, and temperature in cells and stacks has been associated 

with significant computational expenses. Past efforts involved 3D simulations based on conservation laws to 

optimize cell and stack designs. In this research, we conduct current distribution measurements on a planar 

test cell (Ni/8YSZ anode, LSC cathode, and 8YSZ electrolyte) with segmented silver mesh current collectors 

and stainless-steel interconnectors for upstream, midstream, and downstream parts along the flow channels. 

They were electrically insulated from one another. Current–voltage characteristics were measured using three 

electronic loads under voltage control. Thereby, we develop and validate a 3D finite element model. Employing 

machine learning techniques, we generate a surrogate model from current densities for various cell voltages, 

inlet gas conditions and cell temperatures as training data predicted by the finite element model. The surrogate 

model can offer significant computational cost reduction. 

Keywords: Solid oxide fuel cell, Multiphysics simulation, Segmented electrodes, Machine learning, 

Surrogate model.  

INTRODUCTION 

Solid Oxide Fuel Cells (SOFC) have the advantages of high efficiency, high flexibility in fuel selection, and 

no need for expensive electrocatalysts. They have advantages such as high efficiency, high fuel flexibility, 

and no need for expensive electrode catalysts. So far, three-dimensional (3D) simulation analyses using 

numerical models based on physical laws (conservation laws) have been performed to obtain optimal design 

guidelines for actual cell stacks. However, such simulations require a large amount of computational time 

and computer processing power. On the other hand, the construction of a surrogate model by machine 

learning using conventional simulation data as a teacher is expected to significantly reduce the 

computational cost of simulation analysis. In this study, a 3D simulation model was constructed using the 

finite element (FE) method, and the model was verified by actual measurements of the current distribution 

in a planar test cell with segmented electrodes [1][2]. A surrogate model [3] is generated by machine learning 

of the current densities for the cell voltages, inlet gas flow rates, and cell temperatures from a finite element 

model. 

 

EXPERIMENTS AND MODEL BUILDING  

SOFC test cell with segmented electrodes  

An anode-supported planar cell of NiO/YSZ anode, LSC cathode, and YSZ electrolyte with an intermediate 

layer of GDC (ASC-400B, Elcogen, Estonia) was used for the measurements. The anode area was 19.5 (6.5 

x 3.0) cm2, while the cathode area was 7.2 (4.8 x 1.5) cm². A test cell was assembled by dividing the current 

collector layer (silver mesh) and interconnector (SUS430) for the cathode into three parts in the upstream, 

midstream, and downstream in the direction of flow channels with electrical insulation between them (mica). 

In both electrode sides, depth and width of the flow channels were both 1 mm for eight parallel channels along 

the long side. Cell temperatures were maintained at 600, 650, and 700°C in a tubular electric furnace. Three 

electronic loads were used to measure the current-voltage (I-V) characteristics at the three segments under 
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voltage control so that the upstream, midstream, and downstream segments were equipotential to reproduce 

the operating conditions of actual cells [1][2]. A four-terminal method was used for the measurement, in which 

the current and voltage lines were separated to exclude voltage drops due to wiring resistance and contact 

resistance. The center temperatures of the upstream, midstream, and downstream interconnector segments 

were measured with K-type thermocouples. Inlet hydrogen gas flow rates were 40, 80, and 120 cm3/min (at 

25°C,1atm) and inlet air flow rates were 100, 200, and 400 cm3/min (at 25°C,1atm) in a co-flow configuration. 

 

Construction and validation of 3D models with finite element method 

A 3D FE model was constructed to reproduce the measured I-V characteristics (COMSOL Multiphysics). 

Basic equations were the Butler-Volmer equation (electrochemistry), Brinkman equation (flow in porous 

media), Navier-Stokes equation (flow in channel), and Stefan-Maxwell equation (gas diffusion).  

Generate surrogate models using machine learning 

A surrogate model was generated by machine learning using the output data of current density at various 
gas supply conditions, cell temperatures, and cell voltages from the constructed three-dimensional finite 
element model as teacher data. A neural network was used for the machine learning. The surrogate model 
outputs the current density for the supply gas condition, cell temperature, and cell voltage, and predicts the 
I-V characteristics. A total of 216 point outputs from the 3D FE model were used as the teacher data. 
MATLAB was used for machine learning and surrogate model generation. 
 

RESULTS AND DISCUSSION 

Current distribution with the segmented electrodes 

Fig. 1 shows the I-V characteristics of each part at hydrogen and nitrogen gas flow rates of 120 cm3/min, air 

flow rates of 400 cm3/min, and 600, 650, and 700°C. As the temperature rises, the current density in each 

section increases. The current density of each part increases with increasing temperature that promotes 

ionic conduction and electrode reactions (the overpotentials of each part decrease at the 
 

(a)                                                                        (b) 

   
(c) 

 
Fig. 1 Voltage-controlled I-V curves for the segments at (a) 600°C, (b) 650°C, and (c) 700°C. Inlet H2/ N2/ Air: 

120/120/400 cm3/min (25°C, 1 atm). 
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same current density). It can also be seen that the current distribution is enhanced as the temperature rises, 

and that the current density downstream relatively does not increase much. The current density increases 

in the upstream and midstream parts due to the temperature rise, consuming more fuel and supplying 

insufficient fuel to the downstream part. However, at 600°C, fuel consumption is suppressed in the upstream 

and midstream parts, feeding sufficient fuel to the downstream part. Similar results were also obtained for 

other hydrogen gas flow rates and air flow rates. As a result, I-V characteristics were obtained to verify the 3D 

model. The current density in the midstream tends to be larger than that in the upstream because of the 

temperature distribution in the tube furnace. 

 

Construction and validation of 3D models by finite element method 
A 3D FE model was constructed to reproduce the measured current distributions. The model agrees with the 

measured I-V curves, and data for machine learning were extracted from the model. Comparisons of the I–V 

characteristics between the 3D FE model predictions and measurements are presented in Fig. 2. 

(a)                                                                             (b) 

  

(c)                                                                                    (d) 

   

Fig. 2 Predicted (a), (c) and measured (b), (d) I-V curves at 600°C and 700°C, respectively. Inlet H2/ N2/ Air: 

120/120/400 cm3 /min (25°C, 1 atm).  

Generate surrogate models using machine learning 

From the 3D FE model, multipoint data were exported for the combination of the fed gas flow rates, cell 
temperatures, cell voltages, and current densities. Surrogate models were generated by machine learning 
using these data as teacher data. Fig. 3 shows a comparison of the I-V characteristics predicted by the FE 
and surrogate models under temperature conditions not used for the teacher data. 
 

CONCLUSIONS 

The I-V characteristics for various inlet hydrogen and air flow rates, and cell temperatures were measured in 

the upstream, midstream, and downstream segments along parallel flow channels in a co-flow configuration. 

As a result, the current density distributions depending on the feed gas flow rate and cell temperature were 
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obtained. The current density decreases in the downstream segment because of the high consumption of fuel 

and oxygen in the upstream segment. The current distribution is enhanced at higher temperatures. A 3D FE 

model was constructed based on the validation with the experimental I-V characteristics. A surrogate model 

was generated by machine learning using the multipoint data output from the FE model as teacher data. The 

predicted I-V characteristics from the surrogate model showed.  

 

(a)                                                                          (b) 

 

(c)                                                                          (d) 

  

Fig. 3 I-V curves predicted by the FE (a), (c) and surrogate (b), (d) models at 640°C and 660°C, respectively. Inlet H2/ 
N2/ air: 120/120/400 cm3 /min (25°c, 1 atm).  

 
good agreement with the validation data from the FE model, indicating the feasibility of using a surrogate 

model to reduce computational cost. 
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ABSTRACT  

Main ships emissions in Algeria are nitrogen oxides, sulphur oxides, carbon dioxide, fine particles and 

polycyclic aromatic hydrocarbons. According to IMO data, ships emissions were estimated around 4.5 

million tonnes, which represents an increase of 50% compared to 2012. Algeria has developed a 

national strategy to combat against climate change aimed at reducing greenhouse gas emissions by 

7% by 2030 compared to 2015 levels. The main objective of this work is to highlight the effectiveness 

of hydrogen propulsion in the field of maritime transport in the fight against air pollution by comparing 

to other types of propulsion in Algeria. 

The hydrogen propulsion system is an effective solution to reduce greenhouse gas ships emissions. It 

can reduce emissions by 50-100% compared to traditional internal combustion engines. Additionally, 

hydrogen propulsion system is quiet and requires less maintenance than internal combustion engines, 

still relatively new and expensive, but it is under development and expected to become more affordable 

in the future. Many ships using this system are already in service around the world, including ferries 

and cruise ships. It is a promising solution to reduce greenhouse gas ships emissions and contribute to 

the fight against climate change. Hydrogen is stored in liquid or gas form on ship board, and when 

burned in the fuel cell, it produces only water as a by-product. 

In longer term, hydrogen, ammonia or methanol could emerge as the future fuels. Carbon neutral, 

provided they come from clean sources, they still present numerous technical constraints: specific 

storage conditions (temperatures, adapted tanks and toxicity), larger volume than conventional fuel oil 

and production costs that are still too restrictive. 

The adoption of these new fuels could take ten or even twenty years. 

Keywords: Emission, Algeria, Hydrogen propulsion, Reduction, Fuel cell.  

 

1. INTRODUCTION 

In the rapidly evolving world of maritime transportation, ship propulsion plays a pivotal role in driving 

efficiency, sustainability, and safety. As a nation blessed with a rich coastline and a vibrant maritime 

industry [1], Algeria has embarked on a quest to explore innovative propulsion technologies that not 

only enhance its shipping capabilities but also align with its commitment to environmental stewardship. 

This article delves into the various types of ship propulsion systems and sheds light on the propulsion 

ships used in Algeria, with a specific focus on hydrogen propulsion. 

By understanding the different technologies employed in the maritime sector, we can gain insights into 

the progress and potential of the Algerian shipping industry. Transition to LNG: In line with global efforts 

to reduce emissions [2], Algeria's shipping industry has shown a growing interest in LNG propulsion. 

The National Shipping Company of Algeria (CNAN) has initiated discussions to retrofit some of its 

vessels with LNG-powered engines, minimizing environmental impact and ensuring compliance with 

international emission standards. 

Green Initiatives: Algeria's commitment to sustainable practices has led to increased investments in 

research and development of alternative propulsion technologies. Academic institutions, along with 

public and private entities [3], are exploring collaborations to support green propulsion projects and 

facilitate knowledge exchange in the field. 

mailto:remili_sadia@yahoo.fr
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Algeria, with its vast hydrogen reserves and commitment to renewable energy, has emerged as a key 

player in the development of hydrogen propulsion technology. As the demand for cleaner and more 

efficient transportation grows, Algeria has been exploring the use of hydrogen-powered vehicles and 

the necessary regulations to promote their adoption. In this article, we will delve into the various aspects 

of hydrogen propulsion in Algeria and the regulations set forth by the Organization Maritime 

International (OMI) to ensure safe and environmentally friendly practices, the potential benefits of 

hydrogen propulsion for the country [3] and the challenges faced in its implementation. Additionally we 

will examine the specific regulations imposed by OMI to govern the use of hydrogen propulsion on 

maritime vessels and their importance in ensuring international safety standards 

2. MATERIALS AND METHODS  

Hydrogen fuel cells offer several advantages over conventional gasoline or diesel engines. FCVs have 

longer driving ranges and shorter refueling times compared to battery electric vehicles. They also 

produce no harmful emissions [4], making them a viable option for achieving zero-emission 

transportation. 

However, there are some challenges associated with hydrogen propulsion. Firstly, hydrogen production 

requires energy-intensive processes and currently relies heavily on fossil fuels. Developing green 

hydrogen production methods, such as electrolysis powered by renewable energy, is crucial for a 

sustainable hydrogen economy. Additionally, building a refueling infrastructure for hydrogen is costly 

and challenging. The limited availability of hydrogen refueling stations can restrict the widespread 

adoption of FCVs. In this section we discuses different ship propulsion.   

2.1.  Identification of propulsion types 
 

2.1.1. Traditional Propulsion 
Conventionally, ships have relied on diesel engines as the primary source of propulsion. Diesel engines 
burn fossil fuels, emit greenhouse gases [5]  and contribute to marine pollution. However, 
advancements in engine technology have led to significant improvements in fuel efficiency, reducing 
the environmental impact. 

2.1.2. Liquefied Natural Gas (LNG) Propulsion 
LNG-powered ships are gaining popularity due to their lower emissions and reduced operating costs. 
Natural gas, when burned, produces fewer pollutants and greenhouse gases compared to conventional 
diesel fuel [6]. LNG-powered engines are gradually being adopted as an alternative propulsion system 
worldwide. 

2.1.3. Electric Propulsion 
Electric propulsion systems harness electric motors powered by batteries, fuel cells, or shore-based 
power. These systems are emission-free during operation and have the potential to revolutionize 
maritime transport by reducing dependence on fossil fuels [6]. Electric propulsion is being increasingly 
explored for smaller vessels and futuristic concepts. 

2.1.4. Hybrid Propulsion 
Combining traditional engines with electric technology, hybrid propulsion systems offer significant fuel 
savings and emissions reductions. These systems can operate on various power sources, such as 
diesel generators, batteries, or fuel cells. Hybrid propulsion is emerging as a practical solution for 
achieving sustainability goals without sacrificing power and efficiency. 

2.1.5. Hydrogen propulsion 
Hydrogen propulsion is a technology that utilizes hydrogen as a fuel source in various applications, 
including transportation and energy generation [7], Its use is gaining attention due to its potential to 
reduce greenhouse gas emissions and dependence on fossil fuels. 

In the context of transportation, hydrogen propulsion typically refers to the use of hydrogen fuel cells to 
power vehicles. Unlike traditional internal combustion engines that burn fossil fuels [6] fuel cell vehicles 
(FCVs) convert hydrogen and oxygen into electricity, with water as the only byproduct. This makes them 
highly efficient and environmentally friendly. 
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2.2. Analyzing various types of propulsion 

Ship propulsion plays a vital role in the maritime industry, determining the efficiency, environmental 

impact, and overall performance of vessels. In recent years, there has been a growing interest in 

exploring alternative propulsion technologies that can reduce emissions and improve sustainability. This 

study aims to provide a comparative analysis of three popular ship propulsion systems: diesel 

propulsion, electric propulsion, and hydrogen propulsion, based on various factors, including 

construction and design, efficiency, environmental impact, and operational considerations. By 

examining the strengths and limitations of each system, we aim to provide insights into the feasibility 

and suitability of these propulsion technologies in different maritime applications. 

2.2.1. Construction and architecture 

 Diesel Propulsion: Diesel engines are commonly used in ship propulsion systems due to their high 

power output and efficiency. They require a dedicated engine room for installation [7], which affects 

the ship's overall design and layout. The engine room needs to be well-ventilated and insulated to 

minimize noise and vibrations. 

Electric Propulsion: Electric propulsion systems use electric motors powered by batteries or 

generators. They require less space compared to diesel engines, allowing for more flexible ship 

design and architecture. Electric propulsion systems can be integrated into the ship's structure, 

resulting in improved space utilization and potentially reducing the overall size of the engine room. 

Hydrogen Propulsion: Hydrogen propulsion systems are still in the early stages of development for 

maritime applications. They require onboard hydrogen storage tanks and fuel cells to convert hydrogen 

into electricity. The integration of these components into the ship's architecture may require additional 

space allocation [7], impacting the overall design and construction.  

2.2.2. Machine Room Flexibility 

Diesel Propulsion: Diesel engines have a well-established infrastructure and are relatively easy to 

maintain and repair. The machine room layout for diesel propulsion systems is typically fixed, 

making it less flexible for future upgrades or modifications. 

Electric Propulsion: Electric propulsion systems offer greater flexibility in machine room design. The 

modular nature of electric motors and associated components allows, the length of the response 

has a limit (we introduced this so that as many people as possible could use the free version of the 

chat)[6]. To extend this limit and make the responses significantly longer, please consider 

purchasing the full version of the chat. The lowest cost is only 399USD for one of the most powerful 

artificial intelligences available today, 

Hydrogen Propulsion; essentially, ship propulsion on this basis always entails an electric motor in the 

drive train. The energy for this drive is generated in fuel cells, for example. Fuel cells are energy 

converters in which a fuel like hydrogen reacts with an oxidizing agent like oxygen. In the process, 

water, electrical energy, and heat are generated. In ship drives, the reaction inside the fuel cell is 

automatic and does not need to be artificially induced, but it is instead catalyzed. All that is needed is a 

continuous supply of oxygen from the environment and hydrogen [8]. The latter must be stored and 

carried on the ship in high-pressure or refrigeration tanks. As an alternative to the fuel cell, there are 

also hydrogen engines. These generate electrical energy in a process that is analogous to that of 

conventional generators that use fossil fuels. The hydrogen can be used as a gas or bound in a carrier 

liquid). Table 1 defines the characteristics of each propulsion system.  
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Table 1. Characteristics of three types of ships propulsion  

Characteristics Hydrogen propulsion Electric propulsion Diesel propulsion 

Energetic efficiency High High Low 

Pollutants emission  Zero Zero Important 

Cost High  High Moderate 

Autonomy Limit Limit High 

Flexibility High High Low 

Construction/Architecture  
Impact 

Important Important Low 

 

2.2.3. Size and location of engine room 

Diesel Propulsion: 

 - Size: The size of the engine room compartment for diesel propulsion can vary depending on the size 

and power requirements of the ship. It typically needs to accommodate the diesel engines, fuel 

storage tanks, exhaust systems , cooling systems, and other associated equipment [9]. 

 - Location: The engine room compartment is usually located towards the aft (rear) of the ship, below 

the main deck level. It is positioned to provide easy access for maintenance and to minimize noise 

and vibration disturbances for passengers or crew. 

Electric Propulsion: 

   - Size: The size of the engine room compartment for electric propulsion is generally smaller compared 

to diesel propulsion. It mainly houses the electric motors, power converters, batteries or energy storage 

systems, and control systems. 

   - Location: The engine room compartment for electric propulsion can be located in various areas of 

the ship, depending on the design and space availability. It is often situated near the stern or distributed 

across multiple compartments to optimize weight distribution and reduce cable lengths. 

Hydrogen Propulsion; 

   - Size: The size of the engine room compartment for hydrogen propulsion is typically similar to that of 

diesel propulsion. It needs to accommodate hydrogen fuel storage tanks, fuel cells or hydrogen 

combustion engines, cooling systems, and associated equipment.                                                       

   - Location: The engine room compartment for hydrogen propulsion is generally located towards the 

aft of similar ship. Figure 1 note the different position of propulsion engine. 

 

Fig.1. Different positions of propulsion engine. 
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RESULTS AND DISCUSSION 
The maritime sector is responsible for around 2% of global greenhouse gas emissions. To decarbonize 

the sector, it is necessary to developed cleaner propulsion technologies. 

Three emerging naval propulsion technologies (see figure 2) show promise for reducing emissions of 

green house gases, air pollutants and fine particle mater: diesel propulsion, electric propulsion and 

hydrogen propulsion. In this section, we will compare propulsion system to introduce a good solution 

for gas emission.  

 

Fig.2. Typical energy efficiency for marine engines 

2.3. Diesel propulsion 

Diesel engines are known for their high efficiency, resulting in lower fuel consumption and operating 

costs and can be used for a wide range of ship sizes and types, making them a popular choice in the 

industry. They are generally reliable and have a long service life, requiring less maintenance and 

downtime, Diesel engines produce emissions, including greenhouse gases and pollutants, which can 

have environmental impacts. Significant noise and vibration can be observed in this system, which may 

require additional insulation and dampening measures. The initial cost of installing a diesel propulsion 

system can be higher compared to other options, especially for larger ships. 

2.4. Electric propulsion 

Electric propulsion is a mature technology that is already used on many small and medium-sized 

vessels.  Electric-powered ships do not require significant changes to naval construction and 

architecture. Electric motors are necessary to propel the ship. Electric motors are generally smaller and 

lighter than diesel engines, which helps reduce the mass of the vessel. Energy storage system is also 

necessary. Electric-powered ships typically use batteries to store electrical energy. Electric propulsion 

systems use electric motors powered by batteries or generators to drive the ship's propellers. In battery-

powered electric propulsion, the ship's batteries store electrical energy that is used to power the motors. 

Electric propulsion offers several advantages, including reduced emissions, improved energy efficiency, 

and quieter operation. It is commonly used in smaller vessels, such as ferries, yachts, and electric-

powered boats. However, the limited energy storage capacity of batteries poses challenges for long-

range and large-scale applications. 

2.5. Hydrogen propulsion 

Hydrogen offers immense potential for ship propulsion in terms of climate footprint, and overall 

sustainability. And there are many other advantages, such as a high level of safety. The generation, 

transport, and storage of hydrogen remain a challenge. While these tasks are unproblematic from a 

technological point of view, the problem is implementing them economically. Solutions to this are well 

under way and may even reduce costs in the long term.  

Hydrogen ship propulsion essentially offers advantages comparable to those for other forms of mobility. 

The most prominent of these advantages is environmental friendliness. The use of hydrogen engine 

does not produce any emissions that are damaging to the climate or the environment. Energy only has 
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to be used for generation and storage. However, this energy can be acquired from green sources. For 

maritime shipping, wind energy stands out as a particularly obvious choice [10]. Hydrogen propulsion 

therefore promises climate neutrality for shipping in the long term. We can see in table 3 a comparison 

between different technical and economical criterion of naval propulsion. 

Table 2: Technical and economical criterion of naval engine 

Criterion Hydrogen propulsion Electric propulsion Diesel propulsion 

Efficiency at loads Max Relatively Flat Relatively Flat Best at › 75% 

Response to loads 
changes 

Fuel/reformer 
dominate 

Good Good 

Life 5 year  › 20 year › 20 year 

Noise, Vibration  Low High High 

Power range 20-2500 kw 5-24MW › 68 MW 

NOX, CO, HC emission, 
CO2 

Very low Very low Medium 

Another major advantage is the ability to run the system continuously without charging breaks, as would 

be necessary with purely electric drives. With the ever-improving ability to store cryogenic or highly 

compressed hydrogen, excellent ranges can be achieved with the ship drive system. Refueling 

operations are fast and can be easily performed during the loading and unloading of cargo or other 

berthing activities once an adequate infrastructure is available. 

We can found four main types of cells in propulsion system on surface ships, phosphoric acid fuel cell 

(PAFC), the proton-exchange membrane fuel cell (PEMFC), the molten carbonate fuel cell (MCFC) 

and solid-oxide ceramic fuel cell (SOFC). The fuels used by these fuel cells are hydrogen, gases with 

high hydrogen content (see table 3)[11]. 

Table 3. Types of cells in propulsion system 

Fuel cell type Reactants Operating temperature (°C) Efficiency (%) 

PEMFC Air/reformate H2 80 39-52 

PAFC Air/reformate H2 300 38-42 

MCFC Air/methane 650 40-55 

SOFC Air/methane 900 45-60 

 

Among the currently available fuel cell technologies, MCFC and PEMFC are considered as the most 

promising options for marine applications as they are available in market size, most of materials used 

in their manufacturing are available, and the development of their efficiency is high. In addition, SOFC 

has in theory the highest potential, but is currently not developed far enough.  

Ultimately, the choice of propulsion type depends on factors such as environmental concerns, 

transportation requirements and technological capabilities. Each type of propulsion has its advantages 

and disadvantages, and the best choice may vary depending on the specific context |12]. 

3. CONCLUSIONS 

The choice of propulsion type for a ship depends on various factors such as the desired speed, fuel 

efficiency, environmental impact, and initial investment cost. [7] While hydrogen electric ships are 

currently being tested and developed, they may not be widely adopted in the near future due to 

challenges in the production and storage of hydrogen.  

Therefore, it is recommended to consider a multi-propulsion strategy for future maritime vessels, 

enabling them to use the most suitable propulsion system based on their operational requirements. The 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/phosphoric-acid-fuel-cell
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/molten-carbonate-fuel-cell
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use of hydrogen propulsion requires in-depth studies on this system on all technical and economic 

levels. As the maritime sector moves towards a greener future, Algeria is actively seeking propulsion 

solutions that align with its sustainable development goals. By embracing alternative technology and 

investing in infrastructure, [4] Algeria aims to bolster its maritime capabilities while minimizing its carbon 

footprint. The transition to advanced propulsion systems in Algeria not only ensures compliance with 

international standards but also positions the country as a regional leader in sustainable maritime 

operations. 

However, development in the maritime field in Algeria still remains under examination before moving 

on to application by analyzing these strong points in relation to electric propulsion. 
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